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Abstract
A family of modified BDF type block methods for the solution stiff ordinary differential equations has been constructed in this research. Four different block methods for step number, \( k = 2, 3, 4 \) and 5 have been derived using the multi-step collocation approach. The stability properties of the newly constructed methods have been investigated using written computer codes and have all shown to be convergence and A-stable. The new methods are found to be suitable for computing solutions of stiff problems. The solutions of the new block methods have been compared with the corresponding exact solutions and the associated absolute errors are presented. Performance of the new methods improved as the step number increase. The implementation approach adopted, contributed both in the accuracy and in managing computation effort.
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1. Introduction
Real life problems both in physical and social sciences, and almost every field of study where measurement can be taken, are more clearly express through mathematical models. These models take the form of differential equations. Generally, differential equations are of different types and exhibit different phenomenon. Stiff differential equation is a term used for a special class of differential equation which exhibit ‘stiffness’ phenomenon. The initial value problem with stiff differential equation is most notable in engineering sciences. It is also present in control systems and many non-industrial areas like weather prediction and biology. A differential equation is stiff when no eigenvalue of the jacobian matrix has a real part which is at all large and positive. Interestingly, the exact solutions of some of the Initial Value Problems (IVPs) of Stiff Ordinary Differential Equations (SODEs) of the form:

\[
y' = f(x, y), y(x_0) = y_0, x \in [a, b], y \in \mathbb{R}
\]  

Do not exist because of the difficulty in solving them. Hence, suitable numerical methods are developed for solving this kind of differential equation. The first numerical methods to have been proposed for solving stiff differential equations were the Backward Differentiation Formulae (BDF) methods, Curtiss and Hirschfelder (1952). In this thesis, a family of modified BDF type block methods is developed for solving (1.1).

2. Materials and Methods
Based on the interpolation and collocation methods, we consider the discrete form of our new method given by:

\[
\sum_{j=0}^{k-1} \alpha(x) y_n + j = h \left( f_n + \beta(x) k + f_{n-1} + k \beta(x) k-1 \right)
\]  

(2.1)
Where $\alpha_j(x)$ and $\beta_j(x)$ are the continuous coefficients of the method, $h$ is the step size and the distinct interpolation points are the same as $k$.

Generating the interpolation and collocation points of equation (2.1) at $x=x_n, x_{n+1}, \ldots, x_{n+k-1}$ and at $x=x_n+k-1, x_n+k$ respectively, yield the following D matrix:

\[
\begin{bmatrix}
1 & x_n & x_n^2 & \cdots & x_n^{k+1} \\
. & . & . & \cdots & . \\
. & . & . & \cdots & . \\
. & . & . & \cdots & . \\
1 & (x_n+(k-1)h) & (x_n+(k-1)h)^2 & \cdots & (x_n+(k-1)h)^{k+1} \\
0 & 1 & 2(x_n+(k-1)h) & \cdots & (x_n+(k-1)h)^k \\
0 & 1 & 2(x_n+kh) & \cdots & (k+1)(x_n+kh)^k \\
\end{bmatrix}
\]

Using the maple software package gives the inverse, $D^{-1}$

\[
C = \begin{bmatrix}
\alpha_{0,0} & \cdots & \alpha_{0,k-1} & \beta_{0,k-1,0} & \beta_{0,k,0} \\
\alpha_{0,1} & \cdots & \alpha_{0,k-1,1} & \beta_{0,k-1,1} & \beta_{0,k,1} \\
\alpha_{0,2} & \cdots & \alpha_{0,k-1,2} & \beta_{0,k-1,2} & \beta_{0,k,2} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\alpha_{0,k} & \cdots & \alpha_{0,k,k} & \beta_{0,k,k,0} & \beta_{0,k,k+1} \\
\end{bmatrix}
\]

The columns of $C = D^{-1}$ in turn, are then used to generate the values of the continuous coefficients,

\[
\alpha_{0,j}(x), \cdots, \alpha_{k-1,j}(x), \beta_{k-1,j}(x), \beta_{k,j}(x); j = 0, 1, \ldots, k+1
\]

(2.2)

The continuous form of $k$-step block methods will constitutes the values of the continuous coefficients above, after some manipulations,

\[
y(x) = \alpha_0(x)y_n + \alpha_1(x)y_{n+1} + \cdots + \alpha_{k-1}(x)y_{k-1} + \beta_{k-1}(x)f_{n+k-1} + \beta_k(x)f_{n+k}
\]

(2.3)

Where $y_{n+j} = y(n+j)$ and $f_{n+j} = f(x_n+j, \cdots, y_{n+j})$

$y(x)$ is then evaluated at point $x=x_n+k$ and its derivative $y'(x)$ at points $x=x_n, x_{n+1}, x_{n+2}, \ldots, x_{n+k-2}$, yielding $k$ discrete members.

To implement (2.3), the approach adopted in Chollom et al. (2007) and Sunday et al. (2013) has been followed. This gives a continuous discrete block scheme of the form,

\[
AY_m = B_y m + hbf_m + hCF_m
\]

(2.4)

Where,

\[
Y_m = \begin{bmatrix} y_n & y_{n+1} & y_{n+2} & \cdots & y_{n+k} \end{bmatrix}^T, \quad Y_m = \begin{bmatrix} y_n - k \cdots y_{n-k} & y_{n-k+1} \cdots y_n \end{bmatrix}^T, \quad f_m = \begin{bmatrix} f_n - k \cdots f_{n-k} & 1 \cdots 1 \end{bmatrix}^T \text{ and } F_m = \begin{bmatrix} f_n & f_{n+1} & \cdots & f_{n+k} \end{bmatrix}^T
\]

$B, b, C$ are $k$ by $k$ matrices and $A$ is a $k$ by $k$ identity matrix.

For the computational approach, the Jacobian of the $k$-step block methods are generated and incorporated into a MATLAB written code. The specifications of the new block methods are found in the subsequent sections.
2.1 Specifications of the new block methods

Evaluating the continuous scheme of equation (2.3) at some selected point and its first derivative w.r.t \( x \) at \( x = x_0 \) yield the following schemes:

The new block methods for \( k = 2 \) yield the following discrete formula

\[
y_{n+1} - y_n = \frac{1}{12} h \left( 8 f_{n+1} - f_{n+2} + 5 f_n \right)
\]

(2.5)

The new block methods for \( k = 3 \) yield the following discrete formula

\[
y_{n+2} - \frac{32}{19} y_{n+1} + \frac{13}{19} y_n = \frac{h}{19} \left( -\frac{17}{3} f_n + 13 f_{n+2} - \frac{4}{3} f_{n+3} \right)
\]

\[
y_{n+2} - \frac{8}{9} y_{n+1} - \frac{1}{9} y_n = \frac{h}{27} \left( 17 f_{n+1} + 14 f_{n+2} - f_{n+3} \right)
\]

(2.6)

The new block methods for \( k = 4 \) yield the following discrete formula

\[
y_{n+3} - \frac{459}{268} y_{n+2} + \frac{81}{67} y_{n+1} - \frac{133}{268} y_n = \frac{3}{67} h \left( \frac{37}{8} f_n + 14 f_{n+3} - \frac{9}{8} f_{n+4} \right)
\]

(2.7)

The new block methods for \( k = 5 \) yield the following discrete formula

\[
y_{n+4} - \frac{179}{97} y_{n+3} + \frac{567}{388} y_{n+2} - y_{n+1} + \frac{149}{388} y_n = \frac{h}{3880} \left( 2235 h f_{n+4} - 144 h f_{n+5} - 591 f_n \right)
\]

(2.8)

3. Results and Discussions

3.1 Analysis of Block Methods

The orders and error constants of the new block methods are obtained using Chollom et al. (2007). Hence,

The block method for \( k = 2 \) has order \( p = (3, 3)^T \) with error constant \( \overline{C}_{p+1} = \left( \frac{1}{24}, 0 \right)^T \)

The block method for \( k = 3 \) has order \( p = (4, 4, 4)^T \) with error constant \( \overline{C}_{p+1} = \left( -\frac{19}{720}, \frac{1}{90}, \frac{1}{80} \right)^T \)

The block method for \( k = 4 \) has order \( p = (5, 5, 5, 5)^T \) with error constant \( \overline{C}_{p+1} = \left( \frac{3}{160}, \frac{1}{90}, \frac{3}{160}, 0 \right)^T \)

The block method for \( k = 5 \) has order \( p = (6, 6, 6, 6, 6)^T \) with error constant \( \overline{C}_{p+1} = \left( \frac{863}{60480}, \frac{29}{3780}, \frac{2240}{945}, \frac{8}{945}, \frac{275}{12096} \right)^T \)
3.2 **Definition:** The sufficient condition for the associated block method to be consistent is that the order $p \geq 1$. By this definition, therefore, the new block methods are all consistent.

3.3. **Definition:** A block method is said to be zero stable if the roots $s$, $s = 1, n$ of the first characteristic polynomial $\overline{p}(r)$, defined by

$$\overline{p}(r) = \text{det}[rA - B]$$

(3.1)
satisfies $|s| \leq 1$ and every root with $|s| = 1$ has multiplicity not exceeding two in the limit as $h \to 0$

3.4. **Zero-stability of the new block methods**

For $k=2$, and as $h \to 0$ we simplify

$$\text{det} \begin{bmatrix} 1 & 0 & \frac{2}{3} & -\frac{1}{12} & z \\ 0 & 1 & \frac{4}{3} & 1 & 3 \\ \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 0 & 1 \\ \end{bmatrix} = 0$$

This implies that

$$r^2 - rz - \frac{1}{3} r^2 z^2 = 0$$

(3.2)

Solving for $r$, we have

$$[r = 0] \text{ or } [r = \frac{2z + 3}{z^2 - 3z + 3}]$$

Evaluating at point $z=0$, we have $r = 1$

Therefore, $[r = 0]$ or $[r = 1]$. Hence, the new block method for $k=2$ is zero-stable. Following the same definition, the block methods for $k=3, 4$ and $5$ are found to also be zero-stable.

3.5 **Definition:** A numerical method is said to be convergent if it is both consistent and zero stable (Lambert, 1973).

By the above definition, therefore, the new constructed methods are found to be convergent.

3.6 **Absolute stability region of the new block methods:**

Following Chollom et al. (2007) and Butcher (1985), the new block methods are reformulated as General linear methods and the region of absolute stability of the method was plotted using the MATLAB program and are shown in Fig. 1-4. Figure 1-4 reveal that the new block methods are $A$-stable.

![Fig 1: Absolute Stability region for $k=2$](image)
3.7 Numerical experiments
The numerical experiments are carried out by incorporating the jacobian of the $k$-step block methods into a MATLAB written code. The absolute errors calculated in the code are defined as

$$E_{rc} = |y_c - y_{ex}|$$

(3.3)

Where $y_{ex}$ is the exact solution, $y_c$ is the computed solution and $E_{rc}$ is the absolute error.

3.8 Numerical examples
For each new class of block methods, three problems are solved to test their efficiency with constant step size, $h=0.1$ in the range $0 \leq t \leq 10$.

Example 1: This problem is taken from Kumleng et al. (2013) [6]

\[
\begin{align*}
y_1' &= 998y_1 + 1998y_2 \\
y_2' &= -999y_1 - 1999y_2 \\
y_1(0) &= 1 \\
y_2(0) &= 1
\end{align*}
\]
And the exact solution

\[ y_1 = 4e^{-t} - 3e^{-1000t} \]

\[ y_2 = -2e^{-t} + 3e^{-1000t} \]

The eigenvalues are \( \lambda_1 = -1 \), \( \lambda_2 = -1000 \)

**Example 2:** this is a physical problem taken from Musa et al. (2013)

\[ y_1' = -21y_1 + 19y_2 - 20y_3 \quad y_1(0) = 1 \]

\[ y_2' = 19y_1 - 21y_2 + 20y_3 \quad y_2(0) = 0 \]

\[ y_3' = 40y_1 - 04y_2 - 40y_3 \quad y_3(0) = -1 \]

The exact solution is as follows

\[ y_1(x) = 0.5e^{-2x} + e^{-40x}\left(\cos40x + \sin40x\right) \]

\[ y_2(x) = 0.5e^{-2x} - e^{-40x}\left(\cos40x + \sin40x\right) \]

\[ y_3(x) = 2e^{-40x}\left( -\frac{1}{2}\cos40x + \frac{1}{2}\sin40x \right) \]

The eigenvalues are -2, -40 + 40i, and -40 -40i.

The following solution curves are obtained for the new block method, \( k=2 \)

*Fig 1:* NCBM2 and Exact solutions of Example 1
The same procedure are used to obtain the solution curves for \( k=3, 4 \) and 5 of experimental examples.

**4. Conclusion**

The new methods are implemented as self-starting on three different systems of stiff ordinary differential equations collected from various literatures. The performance of the methods improved as the step number increase. Accuracy and efficiency of a method is dependent on the implementation strategies. Therefore, the implementation approach adopted, contributed immensely in only the accuracy, but also in managing computation effort. The authors in the next work will address the construction block methods with higher step number.
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