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Abstract
The paper deals with stream designation problems in networks Optimization utilizing Some Techniques for solving. Its primary object is to examine and propose strategies for discovering settlements of SNOP connect weight framework understanding the accepted request design for the given network resources. Such settlements can bring about an altogether better network performance, as contrasted and the rearranged weight setting heuristics normally used nowadays. In spite of the fact that the setup of the connection weight framework is principally done in the network planning stage, still extra re-optimizations are doable, and in reality fundamental, keeping in mind the end goal to adapt to significant changes in traffic conditions and with real assets’ disappointments and adjustments. The paper details a network optimization problem, proves its NP-fulfillment, and talks about conceivable heuristic methodologies and related optimizations methods for solving it. Two basic approaches are viewed as (the immediate approach and the two phase approach) and the subsequent optimization algorithms are displayed. The contemplations are represented with numerical results.
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Introduction
There are many cases in down to earth applications where the variables of optimization are not constant. A few or all of the variables must be chosen from a rundown of number or discrete values. For instance, auxiliary individuals may must be outlined utilizing segments accessible in standard sizes; member– cross– sectional measurements may must be chosen from the economically accessible ones. Along these lines, impressive intrigue was appeared for discrete variable building optimization problems since the late 1960s and mid-1970s. In any case, around then even optimization methods for less complex consistent nonlinear programming (NLP) problems were still in the process of development. In the 80s, a noteworthy exertion was put into development and assessment of such algorithms. Although research around there keeps on growing better strategies, particularly for huge scale problems, a few dependable algorithms are now accessible for NLP problems, including sequential quadratic programming (SQP) and increased Lagrangian techniques. In recent years, the concentration has moved back to applications to practical problems that normally utilize discrete or blended discrete persistent factors in their formulation [1]. Among the techniques for discrete variable nonlinear optimization problems, the following techniques have been most generally examined: branch and bounds (BBM), zero one variable techniques, rounding-off techniques. Punishment work approach, sequential linear programming (SLP) and irregular search techniques have likewise been connected to discrete optimization problems [2].

Review of literature
The obliged optimization problem, which is more commonsense optimization problem, has been formulated in terms of a few parameters and limitations. The parameters chosen to portray the outline of a structure are known as design variables while the limitations are known as imperative conditions [3]. Mathematicians formulated the optimization problem in a standard mathematical function formula.
**Design variables:** Certainly, the idea of optimizing a structure surmised some adaptability to change the design elements. The potential in changing communicated as far as scopes of reasonable changes of certain design variables signified by a vector \( x = \{ x_1, x_2, \ldots, x_n \} \). The design variables in the basic optimization problem may be the cross-sectional range, the hub position, the second snapshot of idleness, and so on. As it were, they are the parameters that control the geometry of the optimized structure. The design variable can take either constant or discrete variables \(^{[4-6]}\). A continuous variable is one that takes any value in the scope of the variety in its district. A discrete variable is one that takes just disconnected esteem, commonly from a rundown of passable esteems or an inventory. Along these lines, these design variables can be expressed as:
\[
x = (x_1^T, x_2^T, x_3^T, \ldots, x_j^T), \ j = 1, 2, \Lambda, J
\]
\[
x_{i,j} \in D_j \text{ and } D_j = (d_{j,1}, d_{j,2}, \ldots, d_{j,\lambda}).
\]

The vector of design variables \( x \) is divided into \( J \) sub-vectors \( x_j \). The components of these sub-vectors \( x_{i,j} \) take values from a corresponding catalogue \( D_j \). \( i \) indicate the number of design variables in each sub-vector and \( \lambda \) is the number of sections in each catalogue.

**Objective function:** The notation of optimization also implies that there is some merit function or functions that can be improved and can also be used as a measure of effectiveness of the design. The objective function, merit function, and cost function are names of the function \( F(x) \) being optimized and this function measures the effectiveness of the design \(^{[7]}\). This function might be a formulation of a single objective \( f^i(x) \) or multiple objectives as follows:
\[
F(x) = \{ f_1(x), f_2(x), \ldots, f_p(x) \}.
\]

Optimization with more than one objective is generally referred to as multicriteria optimization. For structural optimization problems, weight, displacements, stresses, buckling loads, vibration frequency and cost or any combination of these can be used as objective function. The multi criteria function has different ways commonly used for reducing the number of functions to one. The first way is simply to generate a composite objective function that replaces all the objectives. The second way, most common in the formulation of design optimization problems, is to select the most important objective function, for instance the total weight of the structure, and to consider this function to be the goal of the optimization task \(^{[8]}\).

**Constraints:** The limits, which take values for the design variables, are known as side constraints. The side constraints are divided into two types. The first type, commonly used in the design problem, is an inequality constraint:
\[
\frac{G_s(x)}{\bar{G}_s(x)} \leq 1, \ s = 1, 2, \Lambda, s^s
\]

Where \( G_s(x) \) and \( \bar{G}_s(x) \) the calculated and limited values of constraints and \( s^s \) are is the number of inequality constraint functions.

In the design optimization problem, not all constraints are functions of one term but they are functions of several terms. This can be expressed by
\[
\frac{G_s,1(x)}{\bar{G}_s,1(x)} + \frac{G_s,2(x)}{\bar{G}_s,2(x)} + \ldots + \frac{G_s,ss(x)}{\bar{G}_s,ss(x)} \leq 1
\]

Where \( ss \) is the number of terms in the constraint function.

**Standard formulation:** From the above sections, the final formulation of the optimization problem can be mathematically represented by

Minimize \( F(x) \)

subjected to:
\[
\frac{G_s(x)}{\bar{G}_s(x)} \leq 1, \ s = 1, 2, \Lambda, s^s
\]
\[
x = (x_1^T, x_2^T, x_3^T, \ldots, x_j^T), \ j = 1, 2, \Lambda, J
\]
\[
x_{i,j} \in D_j \text{ and } D_j = (d_{j,1}, d_{j,2}, \ldots, d_{j,\lambda}).
\]
The feasible solution of a nonlinear problem can be graphically represented. For example, a nonlinear function \( F(x) \) of two design variables \( x_1 \) and \( x_2 \) with three nonlinear constraints \( G_1(x), G_2(x), \) and \( G_3(x) \) can be depicted as shown in Figure 1.

**Features of a design optimization problem:** It is important to feature some of the features of the discrete nonlinear problem. First, any of the disparity limitations may not be dynamic at the optimum point on the grounds that the imperative surface may not go through any of the discrete points, i.e., in numerical calculations just a direct nearest toward the limitation limit might be found. Second, there is no basic basis, for example, Kuhn-Tucker condition to end the iterative search process. Along these lines, neighborhood optimality of the solution point can’t be guaranteed unless an exhaustive search is performed. Third, the size of discreteness and nature of the discrete values may administer the conduct of a portion of the numerical algorithms and also the final solution of the problem. Fourth, the design problem is very nonlinear problem due to the idea of design variables and the connections between the imperative capacities and design variables. Fifth, constraints have distinctive plan for various individuals from the structure. For instance, a structure has pillars, sections, and a supporting framework. The limitations that control the plan of bars are unique in relation to those of propping frameworks or segments. Also, the arrangements of list areas for pillars are unique in relation to those of supporting frameworks or sections. Sixth, the computational exertion expected to achieve palatable outcomes increments with the multifaceted nature of the treated design problem. Subsequently, it is imperative to audit optimization techniques that arrangement with discrete design variables.

**Discrete optimization techniques:** A review of the technique for discrete variable optimization was as of late. Several algorithms for discrete optimization problems were created, among them branch and bound strategy, punishment work approach, rounding-off, cutting plane, mimicked tempering, genetic algorithms, neural networks, and Lagrangian unwinding strategies. It is watched that a portion of the techniques for discrete variable optimization utilize the structure of the problem to accelerate the look for the discrete solution. This class of techniques is not reasonable for usage into a universally useful application. The branch and bound technique, recreated toughening, and genetic algorithm are the most used methods.

**Direct approach**

**Branch-and-bound:** Let us first notice that FAP can be formulated as a mixed linear-integer programme, using the node-link formulation of the directed graphs multi commodity problems. For the purpose of this section the usual notation used in this paper is slightly changed.

The given demand volume to be allocated from node \( v \) to node \( t \) is given by \( d(v, t) \), and \( o(e) \) and \( t(e) \) denote the starting and end nodes of link \( e \), respectively. Let \( V \) denote the set of nodes, let \( w(e) \in [0, 1] \) denote the weight of link \( e \) (variables), and let \( W(v, t) \) be the length of the shortest path from \( v \) to \( t \) (variables). Let \( \delta(e, t) : e \in E, t \in V \) be a set of binary variables such that if \( \delta(e, t) = 1 \) iff link \( e \) is on a shortest path to node \( t \). Let \( f(e, t) \) (variables) denote the flow to node \( t \) on link \( e \) (it should be zero if \( e \) is not on a shortest path to node \( t \)). Let \( f_x(v, t) \) (variables) denote the maximum flow to node \( t \) on all links outgoing from node \( v \); this should be the flow on each link that is on a shortest path to node \( t \).

\[
\sum_{e: o(e) = v} f(e, t) - \sum_{e: t(e) = t} f(e, t) = -\sum_{x \in V} d(x, t), \quad \forall t \in V,
\]

(1)

\[
\sum_{e: o(e) = v} f(e, t) - \sum_{e: t(e) = v} f(e, t) = d(v, t), \quad \forall t \in V, \forall v \in V, v \neq t,
\]

(2)

\[
\sum_{t \in V} f(e, t) \leq c(e), \quad \forall e \in E,
\]

(3)

\[
0 \leq f_x(o(e), t) - f(e, t) \leq (1 - \delta(e, t))\sum_{x \in V} d(v, t), \quad \forall t \in V, \forall e \in E,
\]

(4)
\[ f(e, t) \leq \delta(e, t) \sum_{v \in V} d(v, t), \quad \forall t \in V, \quad \forall e \in E, \]  
(5)

\[ 0 \leq W(t(e), t) + w(e) - W(o(e), t) \leq (1 - \delta(e, t))|V|, \quad \forall t \in V, \quad \forall e \in E, \]  
(6)

\[ 1 - \delta(e, t) \leq (W(t(e), t) + w(e) - W(o(e), t))|V|, \quad \forall t \in V, \quad \forall e \in E, \]  
(7)

\[ \sum_{e: o(e) = v} \delta(e, t) \geq 1, \quad \forall t \in V, \quad \forall v \in V. \]  
(8)

Note that using equality in (3.8) forces the shortest paths to be unique. Unfortunately, it turns out that the above MIP problem is difficult to solve already for small networks (we have tried CPLEX \(^7\)) so we do not report any numerical results for (1)-(8).

**Lagrangean relaxation (LR):** Consider the following linear programming task, called OT, with no SNOP constraints on flows:

\[
\text{maximise } C = \sum_e b_e \left( y_e - \sum_d \sum_j a_{edj} x_{dj} \right),
\]  
(9)

Subject to,

\[ \sum_j x_{dj} = h_d, \quad d = 1, 2, \ldots, D, \]  
(10)

\[ \sum_d \sum_j a_{edj} x_{dj} \leq y_e, \quad e = 1, 2, \ldots, E, \]  
(11)

Where \( x_{dj} \geq 0 \) is the flow realizing demand \( d \) on path \( j \), and \( b_e \) are given coefficients.

Using LR we can solve the problem dual to OT (cf. \(^{10}\)). The idea of this approach is that the dual solution yields a weight system that can be used for the Some Techniques routing.

The dual problem to OT, abbreviated to DP, is as follows:

\[
\text{Maximize } \sum_e (b_e + \pi_e)(y_e - y_e) + \sum_d \lambda_d \left( h_d - \sum_j x_{dj} \right) + \sum_e \pi_e \left( \sum_d \sum_j a_{edj} x_{dj} - y_e \right)
\]  
(12)

This in general will lead to a non-feasible solution to FAP, since the flows that solve the primal problem AT4 are in general different than those generated with the ECMP rule. Nevertheless, if a number of demands with multiple shortest paths is not large and when the number of the shortest paths for such demands is low (2-3 shortest paths) then we can expect that the ECMP flows will give a good near-optimal solution.

**Conclusion**

In the paper we have formulated an SNOP-related flow allocation problem (FAP) and proposed an arrangement of methods for settling it. We have demonstrated that FAP is NP-finished. We have considered a formulation of FAP in a MIP shape; shockingly the formulation turns out to be exceptionally hard to illuminate as of now for small networks, notwithstanding for such a complex solver as CPLEX. Along these lines, heuristic methods must be connected for FAP. Numerical studies demonstrate that the one-stage approach, called WA, comprising in coordinate finding of achievable SNO Plink weight frameworks utilizing a Local Search technique, is very compelling quick, still it requires some tuning. The SAN application finds by and large better solutions than WA; still its running circumstances are much longer. Nevertheless, in the genuine IP networks the number of transit nodes is not high (30 travel hubs, say) and whatever is left of the hubs are simply entrance/departure switches which don’t transit traffic. In this way, the two-stage approach in view of the SAL heuristic could maybe be very helpful practically speaking. Finally, it ought to be noticed that the proposed techniques yield the weight frameworks that beat the straightforward weight frameworks at present utilized as a part of the SNOP networks to an impressive extent.
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