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Abstract
Advanced quantitative models have been widely developed in academic literature, but practitioners and statisticians still have little interest in the design and development of sophisticated hybrid models to produce more accurate predictions. In an empirical study, we compare performance forecast accuracy of the SARIMA-ELM hybrid model and the SARIMA-MLP hybrid model for forecasting tourist arrivals to Bali from 10 different countries such as China, Australia, Japan, India, USA, UK, Canada, South Africa, Malaysia, and Taiwan. Based on the RMSE and MAPE criteria, we found that our novelty model (the SARIMA-ELM hybrid model) performs better than the SARIMA-MLP hybrid model in the aspect of forecast accuracy.
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1. Introduction
Over the past few decades, time series models like ARIMA and SARIMA models (Box & Jenkins, 1970) have generally been used especially for forecasting tourism demand. The selection of the forecasting model is the important criteria that will influence the forecasting accuracy (Pai et al., 2005). Artificial Neural Networks (ANN) also has been developed in tourism forecasting (Song et al., 2008). As an overview, we can see in (Burger et al., 2001; Cho, 2003; Kon and Turner, 2005; Koutras, 2016) Multi-Layer Perceptron-Neural Networks (MLP-NN) model have well performed for forecasting tourism demand problem, see in (Waciko & Ismail, 2018) demonstrated that MLP-NN outperformed SARIMA and Extreme Learning Machine (ELM) models. The study of a hybrid model for forecasting seasonal time-series data that combines SARIMA and Back Propagation Neural Network (BPNN) models was used in (Tseng et al., 2002). The empirical analysis found that the SARIMA-BPNN hybrid model outperformed SARIMA, the BPNN with deseasonalized data, and BPNN with differenced data. The ARIMA-ANN hybrid model has been developed in Zhang (2003), where ARIMA-ANN hybrid model outperformed ARIMA and ANN models. On the other hand, Chen et al. (2007) combined SARIMA and Support Vector Machine (SARIMA-SVM hybrid model), their model is more effective than SARIMA and SVM models. The Seasonal Support Vector Machine (SSVM) has been developed in Hua et al. (2017). The empirical analysis found that the Seasonal Support Vector Machine (SSVM) superior to SARIMA and SARIMA-BPNN hybrid model. The recent study, SARIMA-ELM hybrid model has been developed by Waciko & Ismail (2018) to forecasting tourist arrivals in Nepal. They found that the SARIMA-ELM hybrid model outperforms the Holt-Winter’s, SARIMA, Extreme Learning Machine (ELM) and Multi-Layer Perceptron-Neural Networks models (MLP-NN) in term of forecast accuracy. Even though many approaches have been implemented to create forecasts for the tourism demand, however, there is a need to develop the method that will improve accuracy in forecasting. In this study, SARIMA-ELM hybrid model and SARIMA-MLP hybrid model are adopted and investigated. We compared the performance forecast accuracy of the SARIMA-ELM hybrid model and the SARIMA-MLP hybrid model and to find an appropriate hybrid model for forecasting tourist arrivals.
2. Material and Methods

2.1 The Framework of the Proposed Study

The framework of the proposed study as shown in Figure 1. Its details are given as follows:

1. From data tourist arrivals to Bali, construct the SARIMA fitted model and find the residuals from the SARIMA fitted model.
2. Construct a nonlinear model (ELM and MLP models) for residuals.
3. Combine forecasting for the SARIMA-ELM hybrid model and for the SARIMA-MLP hybrid model.
4. Make a comparison between the SARIMA-ELM hybrid model and the SARIMA-MLP hybrid model and select the best model that will improve accuracy in forecasting.

Fig 1: The Framework of the Proposed Study

A. Seasonal Autoregressive Moving Average (SARIMA)

SARIMA \((p, d, q, P, D, Q)\) can be written as

\[
(B)\Phi_p (B) \delta (1 - B)^d (1 - B^s)^p z_t = \theta_q (B) \Theta_q (B^s)^s \epsilon_t \\
\Phi_p (B) = 1 - \Phi_1 B - \Phi_2 B^2 - ... - \Phi_p B^p \\
\theta_q (B) = 1 - \theta_1 B - \theta_2 B^2 - ... - \theta_q B^q \\
\Phi_p (B)^s = 1 - \Phi_1 (B)^s - \Phi_2 (B)^{2s} - ... - \Phi_p (B)^{ps} \\
\Theta_q (B)^s = 1 - \Theta_1 (B)^s - \Theta_2 (B)^{2s} - ... - \Theta_q (B)^{qs}
\]

SARIMA \((p, d, q, P, D, Q)\) has two parts: Non Seasonal part \((p, d, q)\) and Seasonal part \((P, D, Q)\) where \(p\) is order of non-seasonal AR term; \(d\) is order of non-seasonal differencing; \(q\) is order of non-seasonal MA term; \(P\) is order of seasonal AR term; \(D\) is order of seasonal differencing; \(Q\) is order of seasonal MA term; and \(s\) is seasonal period (Nachane, 2006) \(^{[11]}\).

To find SARIMA fitted model we used The Box-Jenkins method (1970) and following 3 steps:
1. Identification (Identification of the time series model that summarizes the data in the best possible way).
2. Estimation (Estimation of the parameters of the model identified in the previous step).
3. Diagnostic Checking (Evaluation of the model for better predictions about future).

2.2 Multi-Layer Perceptron-Neural Networks (MLP-NN)

MLP-NN model with a single hidden layer (see figure 2) is represented as follows:

\[
z_t = \beta_0 + \sum_{j=1}^{q} \beta_j f(\gamma_{0j}) + \sum_{i=1}^{p} \gamma_{ij} z_{t-i} + \epsilon_t
\]

Where, \(z_{t-i}(i = 1,2,...,p)\) are the \(p\) inputs and \(z_t\) is the output; \(\beta_j(f = 0,1,2,...,q)\) and \(\gamma_{ij}(i = 0,1,2,...,p;j = 0,1,2,...,q)\) are the connection weights and \(\epsilon_t\) is random error term; The integers \(p,q\) are the number of input and hidden nodes each; \(\beta_0\) and \(\gamma_{oj}\) are the error terms and \(f\) is activation function (Haykin, 1999).
2.2.1 Back Propagation Neural Network Algorithm
The Back Propagation method (Bishop, 2006)\(^1\), can be described as follows:
1. Apply an input vector $X_i$ to the network and forward propagate through the network using $a_j = \sum_{i=1}^{N_j} \omega_{ji} z_i$ and $z_j = h(a_j)$ to find the activations of all the hidden and output units. Where, $z_i$ is the activation of a unit, or input, that sends a connection to unit $j$, and $\omega_{ji}$ is the weight associated with that connection, the sum in $a_j = \sum_{i=1}^{N_j} \omega_{ji} z_i$ is transformed by a nonlinear activation function $h(\cdot)$ to give the activation $z_j$ of unit $j$.

2. Evaluate the $\delta_k$ for all the output units using $\delta_k = y_k - t_k$, where $\delta$’s are often referred to as errors for reasons we shall see shortly. The outputs $y_k$ are a linear combination of the input variables $x_i$ so that $y_j = \sum_{i=1}^{N_j} \omega_{ki} x_i$

3. Backpropagate the $\delta$’s using $\delta_j = h'(a_j) \sum \omega_{kj} \delta_k$ to obtain $\delta_j$ for each hidden unit in the network and use $\frac{\partial E}{\partial \omega_{ji}} = \delta_j z_i$ to evaluate the required derivatives.

2.3 Extreme Learning Machine (ELM)

ELM with a single hidden layer (see figure 3) was developed in (Huang et al., 2006) [8]. Assume a set of $N$ different samples $(z_i, t_i)$ with $z_i = [z_{i1}, z_{i2}, \ldots, z_{im}]^T \in \mathbb{R}^N$, $t_i = [t_{i1}, t_{i2}, \ldots, t_{im}]^T \in \mathbb{R}^m$ then ELM with a single hidden layer is represented as follows:

$$\sum_{i=1}^{N} \beta_i f(w_i z_j + b_i) = 0, \quad j = 1, 2, \ldots, N$$

(3)

These $N$ samples with zero error can be estimated with model (3)

Which means that $\sum_{j=1}^{N} \| o_j - t_j \| = 0$, such that

$$\sum_{i=1}^{N} \beta_i f(w_i z_j + b_i) = t_j, \quad j = 1, 2, \ldots, N$$

(4)

Model (4) can be modified and written compactly as

$$H\beta = T$$

(5)

Where

$$H(\omega_{1}, \ldots, \omega_{N}, \beta_{1}, \ldots, \beta_{N}, z_1, \ldots, z_N)$$

$$= \begin{bmatrix} f(w_1, z_1 + b_1) & \cdots & f(w_N, z_1 + b_N) \\ \vdots & \ddots & \vdots \\ f(w_1, z_N + b_1) & \cdots & f(w_N, z_N + b_N) \end{bmatrix}_{N \times N}$$

$$\beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_N^T \end{bmatrix}_{N \times m} \quad \text{and} \quad T = \begin{bmatrix} t_1^T \\ \vdots \\ t_N^T \end{bmatrix}_{N \times m}$$

(6)

2.3.1 ELM Algorithm

Assumed a training set $\mathcal{X} = \{(z_i, t_i) \in \mathbb{R}^n, t_i \in \mathbb{R}^m, i = 1, 2, \ldots, N\}$ with activation function $f(x)$ and $N$ hidden node (Huang et al, 2006) [8]:

1. Randomly allocate input weight $w_i$ and biases $b_i$, $i = 1, 2, \ldots, N$.
2. Calculate the hidden layer output matrix $H$.
3. Calculate the output of weight $\beta$, where $\beta = H^T T$

2.4 SARIMA-ELM Hybrid Model Versus SARIMA-MLP Hybrid Model

Suppose the observations $\{Y_t, t = 1, 2, 3, \ldots\}$ has two parts, $\{A_t, t = 1, 2, 3, \ldots\}$ denotes the modeling of SARIMA (Linear model) and $\{B_t, t = 1, 2, 3, \ldots\}$ denotes the modeling of ELM (Nonlinear model) and MLP (Nonlinear model), as presented below:

$$Y_t = A_t + B_t$$

(8)
Forecasting steps

1. Get a new time series \( \{Y_t, t = 1,2,3 \ldots \} \) after removing the seasonal of \( \{Z_t, t = 1,2,3 \ldots \} \) using the seasonal index \( (S_k) \).

Given a sequence of observations of time series with seasonal effects, \( \{M_{ij}, i = 1,2,\ldots,L, j = 1,2,\ldots,S\} \) \( M_{ij} \) represents the \( i \)th year (period) and \( j \)th month (period) data. Subsequently, the average of months (period) data is shown as follows

\[
\bar{m}_k = \frac{1}{L} \sum_{i=1}^{L} M_{ij}, (f = 1,2,\ldots,s)
\]

and the average for the whole period is

\[
\bar{m} = \frac{1}{LS} \sum_{i=1}^{L} \sum_{j=1}^{S} m_{ij}
\]

Thus, the seasonal index is

\[
S_k = \frac{\bar{m}_k}{\bar{m}}, (k = 1,2,\ldots,s)
\]

\[
Z_{ij} = \frac{m_{ij}}{S_j}, (i = 1,2,\ldots,L, \text{and} j = 1,2,\ldots,s)
\]

Do forecasting using the linear time series model\(\{Z_t, t = 1,2,3,\ldots\}\). The forecast result is \( \hat{A}_t \). Then found the residual series \( \{e_t\} \) by using \( \{Z_t, t = 1,2,\ldots\} \) and \( \hat{A}_t \), such that \( e_t = X_t - \hat{A}_t \). From the original sequence, the series \( \{e_t\} \) covers the nonlinear structure, represents that \( e_t = f(e_{t-1}, e_{t-2}, \ldots e_{t-n}) + \varepsilon \), where \( f \) is activation function of ELM and MLP-NN.

Next step forecasting for SARIMA-ELM

3a) Create ELM for the series \( \{e_t\} \) and found the forecast result, namely \( \hat{e}_t = B_t \) by using (3) to (7) with respect to input \( e_1, e_2,\ldots, e_n \) such that,

\[
\sum_{i=1}^{d} \beta_i f(w_i, e_j + b_i) = t_j, j = 1,\ldots,n
\]

Model (13) can be modified and written compactly as \( H \beta = T \) where,

\[
H(w_1,\ldots,w_{\bar{n}},b_1,\ldots,b_{\bar{n}},e_1,\ldots,e_n)
\]

\[
= \begin{bmatrix}
    f(w_1, e_1 + b_1) & \cdots & f(w_1, e_1 + b_{\bar{n}}) \\
    \vdots & \ddots & \vdots \\
    f(w_{\bar{n}}, e_n + b_1) & \cdots & f(w_{\bar{n}}, e_n + b_{\bar{n}})
\end{bmatrix}_{n \times \bar{n}}
\]

\[
\beta = \begin{bmatrix}
    \beta_1^T \\
    \vdots \\
    \beta_{\bar{n}}^T
\end{bmatrix}_{\bar{n} \times m} \text{ and } T = \begin{bmatrix}
    t_1^T \\
    \vdots \\
    t_n^T
\end{bmatrix}_{n \times m}
\]

Next step forecasting for SARIMA-MLP

3b) Create Back Propagation Neural Network (Bishop, 2006) \(^1\) for the series \( \{e_t\} \) and found the predicted result of Nonlinear time series, namely \( \hat{e}_t = B_t \).

Final step forecasting for SARIMA-ELM and the SARIMA-MLP hybrid models

1) Hybridizing the forecast result of the linear time series, with the forecast result of ELM or MLP, such that \( Z_t = \hat{A}_t + \hat{e}_t \).

Finally, we can found \( \hat{Y}_t \) (The final forecasted result of SARIMA-ELM and SARIMA-MLP hybrid models) by multiplying \( S_k \).

2.5 Measuring Forecast Accuracy

The Root Mean Squared Error (RMSE) and The Mean Absolute Percentage Error (MAPE) are used to measuring forecast accuracy as presented below:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (Z_t - \hat{Z}_t)^2}
\]

\[
MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{Z_t - \hat{Z}_t}{Z_t} \right| \times 100
\]

Where \( Z_t \) = the actual value, \( \hat{Z}_t \) = the forecasted value, and \( n \) = the size of test set.

\[~5~\]
3. Results and Discussion

Data of international tourist arrival to Bali from 10 different countries (China, Australia, Japan, India, USA, UK, Canada, South Africa, Malaysia, and Taiwan) have been collected online from Bali Government Tourism Office (www.disparda.baliprov.go.id). In order to compare the forecast performance for the SARIMA-ELM hybrid model and the SARIMA-MLP hybrid model, we consider to used data set from January 2004 to December 2017 where data training (January 2004-December 2015) and data testing (January 2016-December 2017). R Studio 3.5.3 software is used for all processes in data analysis.

### Table 1: Measure of forecasting accuracy

<table>
<thead>
<tr>
<th>No.</th>
<th>Country</th>
<th>Model</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>China</td>
<td>SARIMA-ELM</td>
<td>94.996</td>
<td>1343.391</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>96.689</td>
<td>1369.658</td>
</tr>
<tr>
<td>2.</td>
<td>Australia</td>
<td>SARIMA-ELM</td>
<td>77.303</td>
<td>1273.512</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>77.326</td>
<td>1274.148</td>
</tr>
<tr>
<td>3.</td>
<td>Japan</td>
<td>SARIMA-ELM</td>
<td>28.032</td>
<td>72.703</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>28.409</td>
<td>75.533</td>
</tr>
<tr>
<td>4.</td>
<td>India</td>
<td>SARIMA-ELM</td>
<td>46.004</td>
<td>116.661</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>49.724</td>
<td>126.508</td>
</tr>
<tr>
<td>5.</td>
<td>USA</td>
<td>SARIMA-ELM</td>
<td>14.257</td>
<td>59.295</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>18.737</td>
<td>81.788</td>
</tr>
<tr>
<td>6.</td>
<td>UK</td>
<td>SARIMA-ELM</td>
<td>15.216</td>
<td>30.760</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>18.254</td>
<td>38.122</td>
</tr>
<tr>
<td>7.</td>
<td>Canada</td>
<td>SARIMA-ELM</td>
<td>78.087</td>
<td>53.659</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>81.143</td>
<td>56.214</td>
</tr>
<tr>
<td>8.</td>
<td>South Africa</td>
<td>SARIMA-ELM</td>
<td>61.543</td>
<td>290.335</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>66.560</td>
<td>311.011</td>
</tr>
<tr>
<td>9.</td>
<td>Malaysia</td>
<td>SARIMA-ELM</td>
<td>42.295</td>
<td>154.100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>42.414</td>
<td>154.461</td>
</tr>
<tr>
<td>10.</td>
<td>Taiwan</td>
<td>SARIMA-ELM</td>
<td>42.559</td>
<td>345.509</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SARIMA-MLP</td>
<td>42.682</td>
<td>346.460</td>
</tr>
</tbody>
</table>

as shown in table 1. Where all the measures of RMSE and MAPE are lowest for the SARIMA-ELM hybrid model. Based on table (1), the experimental results indicated that the SARIMA-ELM hybrid model is superior to the SARIMA-MLP hybrid model in terms of forecast accuracy. This result also confirms and complements the results of previous studies see (Waciko & Ismail, 2018) [15] related to the SARIMA-ELM hybrid model forecast performance. The forecast from the SARIMA-ELM hybrid model for international tourist arrival to Bali from 10 different countries as shown in figure 4.
<table>
<thead>
<tr>
<th>Country</th>
<th>Chart</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td><img src="chart1.png" alt="Chart" /></td>
</tr>
<tr>
<td>India</td>
<td><img src="chart2.png" alt="Chart" /></td>
</tr>
<tr>
<td>USA</td>
<td><img src="chart3.png" alt="Chart" /></td>
</tr>
<tr>
<td>UK</td>
<td><img src="chart4.png" alt="Chart" /></td>
</tr>
<tr>
<td>Canada</td>
<td><img src="chart5.png" alt="Chart" /></td>
</tr>
</tbody>
</table>
Fig 4: Forecast Tourist Arrival in Bali from 10 Country using SARIMA-ELM Hybrid Model

Conclusions
The SARIMA-ELM hybrid model was compared with another hybrid model namely the SARIMA-Multi Layer Perceptron Neural Network (SARIMA-MLP) hybrid model. The performance forecast accuracy of these two hybrid models is compared for forecasting tourist arrival to Bali from 10 different countries such as China, Australia, Japan, India, USA, UK, Canada, South Africa, Malaysia, and Taiwan. To choose an appropriate forecasting model, we used the Root Mean Squared Error (RMSE) and the Mean Absolute Percentage Error (MAPE) criteria. Based on RMSE and MAPE criteria, this study clarifies that our novelty the SARIMA-ELM hybrid model outperforms the SARIMA-MLP hybrid model in the aspect of forecast accuracy. However, future research is open to study the comparison performance forecast accuracy of the SARIMA-ELM hybrid model with another hybrid model.
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