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Abstract
The Markov switching GARCH model offers rich dynamics to modelling financial data. Estimating this path dependence model is a challenging task because exact computation of the likelihood is impracticable in real life. This has led to so many numerical computational methods to obtain the maximum likelihood. Just as so many numerical methods have been adopted to estimate the likelihood function, others have also adopted other methods of estimation to model this path dependence model. In this research work, the method of maximum likelihood (ML) and the Bayesian method (BM) of estimation were used in estimating the parameters of the Markov-switching GARCH model for single regime, two regime and three regime and was applied to exchange rate data. It was discovered that the three regime switching GARCH model outperformed the other regime switching model for the method of ML based on their information criteria and the two regime switching performed better based on the deviance information criteria for the BM of estimation. Furthermore, the ML performed better than the BM based on their information criteria.
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1. Introduction
In time series analysis, volatility clustering is defined as the proclivity of immense adjustments in prices of financial investments to cluster together, which results in the tenacity of these magnitudes of price changes. Mandelbrot (1963) defined volatility clustering as “large changes tend to be followed by large changes, of either sign, and small changes tend to be followed by small changes”. If the preceding period was distinguished by high volatility, the contemporary and the imminent periods are likely to have a high variances as well. Volatility clusters are quintessential for financial price and return series, exchange rates and inflation rates. Specifically, high frequency observations are likely to exhibit volatility clustering that can be modelled by ARCH/GARCH methods. By high frequency, we means observations that are captured monthly and below monthly observations. It is typically impervious to find ARCH/GARCH in frequencies above monthly observations (Sjo, 2011).

Research on modeling volatility using time series models has burgeoned since the creation of the original ARCH model by Engle (1982) [39] and its generalization by Bollerslev (1986) [19]. From there, multiple extensions of the GARCH scedastic function have been proposed to capture additional conventionalized facts observed in financial markets, such as nonlinearities, asymmetries, and long memory properties; A review of these are seen in the work of Engle (2004). A recent work on GARCH models or GARCH models with a combination of volatility models is the novel work of Zhou et al., (2018) [76] which used the ARFIMA-IGARCH-Copula model to describe the liquidity effect in the Chinese stock market. Their result showed that the liquidity communality for the Chinese stock market was asymmetric under extreme cases.

Volatility modelling generally, has found its way and has been a strong interest of research because of the various models evolving and one of these models that is of strong relevance in research is the Markov switching generalized autoregressive conditional heteroscedastic (MSGARCH) models due to the Markov Switching properties.
Regime Switching models, principally Markov switching (MS) models, are considered as a auspicious way to encapsulate nonlinearities in time series. They can account for variations in the structure of the mean or the variance of a process and give an uncomplicated interpretation of these shifts. Such shifts would cause regular ARMA-GARCH models to infer non-stationary processes (Henneke et al., 2007) [52]. Due to the traction of the MS and GARCH models, it is customary to combine these two approaches and consider a MS-GARCH model. The MSGARCH model can be acknowledged as a GARCH model where parameters depend on the state of an unobserved Markov chain. One way to explain such a combination is given by Lamoureux and Lastrapes (1990) and Milkosch and Starica (2004) who conveyed that the high persistence observed in the variance of financial returns can be elucidated by time varying GARCH parameters (Augustyniak, 2013) [11].

Hamilton and Susmel (1994) [40] were among the first scholars to discuss the MS-GARCH model. They discovered that estimating this path dependent model is a challenging task because exact computation of the likelihood is infeasible in practice. This led some authors to propose estimating modified versions of the MS-GARCH model that circumvent the path dependence problem by maximum likelihood. Gray (1996) [43], Duerck (1997) and Klaassen (2002) [40] tackle the path-dependence problem of MSGARCH through approximation, by disintegrating the past regime-specific conditional variances according to ad-hoc schemes. Other authors suggested alternative estimation methods such as a generalized method of moments (GMM) procedure which Francq and Zakoian (2008) worked on and the Bayesian Markov chain Monte Carlo (MCMC) algorithm that Bauwens et al. (2010 and 2011) worked on. Augustyniak (2013) [11] tried to answer the problem of path dependence in estimating the parameters of the MS-GARCH model. He suggested two method of estimation, one was the Markov chain expectation maximization (MCEM) algorithm to find the maximum likelihood of the parameters of a model, and the second method was the Markov chain maximum likelihood (MCML) algorithm. He combined the two methods to form a single method called the MCEM-MCML algorithm. Ardia et al. (2017) [10] compared the method of maximum likelihood results to that of the Bayesian MCMC and did his comparison for single and two regime. We intend to extend his work to three regime switching GARCH model using exchange rate data in order to see the dynamics in this data.

A supplementary solution is to consider alternatives to traditional Maximum Likelihood estimation. Bauwens et al. (2014b) recommend to use Bayesian estimation methods that are still feasible through the so-called data augmentation techniques and particle MCMC techniques. Augustyniak (2014) depended on a Monte Carlo EM algorithm with importance sampling. In the work of Ardia (2017) [10] which we intend to extend, considered the alternative approach provided by Haas et al. (2004) [48], who let the GARCH processes of each state progress independently of the GARCH process in the other states. Besides avoiding the path-dependence problem in traditional Maximum Likelihood estimation, their model accede for a clear cut interpretation of the variance dynamics in each regime. This model estimate is what is utilized in $r$ programming language for the estimation of the model to be considered in this article.

### 2. Methods

Following the work of Francq et al. (2001) and the work of Bauwens et al. (2010), the MS-GARCH model can be defined by the following equations:

\[
y_t = \mu_{S_t} + \sigma_{S_t}(S_{t-1})\epsilon_t, \quad (1)
\]

\[
\sigma_{S_t}^2(S_{t-1}) = \alpha_0 + \alpha_1 \epsilon_{t-1}^2(S_{t-1}) + \beta_1 \sigma_{S_{t-1}}(S_{t-1}), \quad (2)
\]

\[
\epsilon_{t-1}(S_{t-1}) = y_{t-1} - \mu_{S_{t-1}}. \quad (3)
\]

Where the vector $y_1, y_2, \ldots, y_T$ are the observations to be modeled and $\eta_t, t=1,\ldots,T$ are independently and identically distributed normal innovations with zero mean and unit variance. At each time point, the conditional mean of the observation $y_t$ is $\mu_{S_t} = E(y_t \mid S_t)$ and the conditional variance is $\sigma^2_{S_t}(S_{t-1}) = \text{Var}(y_t \mid y_{t-1}, S_{t-1})$, where $y_{t-1}$ and $S_t$ are shorthand for the vectors $(y_{t-1}, y_t, \ldots, y_T)$ and $(S_{t-1}, S_t)$, respectively. The process $\{S_t\}$ is an unobserved ergodic time homogeneous Markov chain with $N$-dimensional discrete state space (i.e. $S_t$ can take integer values from 1 to $N$). The $N \times N$ transition matrix of the Markov chain is defined by the transition probabilities $p_{ij} = \Pr(S_t = j \mid S_{t-1} = i)$. The vector $\theta = (\mu, \sigma, \alpha, \beta)^{N}$ denotes the parameters of the model. To ensure positivity of the variance, the following constraints are required: $\sigma > 0, \alpha \geq 0$ and Augustyniak (2013) [11] in his work on maximum likelihood estimation of the Markov switching GARCH model adopted a novel approach to estimate the MS-GARCH model. One of the method he used was the Markov chain expectation maximization (MCEM) algorithm and the other was Monte Carlo Maximum likelihood algorithm. He combined the two algorithms to form a new algorithm called the new MCEM-MCML algorithm. The combination of the two algorithms complement each other. The MCEM addresses the flaw of the MCML algorithm relating to the choice of $\theta$ while the MCML method replaces many potential MCEM iterations with a single iteration, leading to a faster convergence. His method was adopted without modifications. Given an initial guess $\theta(0)$ the following algorithm started at $t = 1$ produces a sequence of iterates $\{\theta^{(r)}\}_{r=1}^{\infty}$ allowing us to compute the MLE of the model (1-3).

To use the MCEM-MCML algorithm, the following steps are taken:

1. Simulate $M$ samples of the state vector $S$ from $p(S \mid y, \theta^{(r-1)})$ using a single-move Gibbs sampler. The states are simulated sequentially for $t = 1, \ldots, T$ based on the following full conditional distribution:

\[\text{Simulate } M \text{ samples of the state vector } S \text{ from } p(S \mid y, \theta^{(r-1)}) \text{ using a single-move Gibbs sampler. The states are simulated sequentially for } t = 1, \ldots, T \text{ based on the following full conditional distribution:}\]
\[ p(S_{t-1}^i, S_{t+1}^i, y, \theta^{(r-1)}) \propto p_i \prod_{j=t}^T \sigma_j^{-3} \exp \left( -\frac{(y_j - \mu_j)^2}{2\sigma_j^2} \right) \]  \hspace{1cm} (4)

To ease notation, the expression \( s_j(S_n) \) was reduced to \( \sigma_j \). In the context of (4), \( \sigma_j \) represents \( \sigma_j(S_{t-1}^i, S_{t+1}^i) \). It is straightforward to sample \( S_t \) from (3.4) since \( S_t \) can only take integer values from 1 to \( N \). However, it should be noted that it is not possible to compute expression (4) numerically for each value of \( S_t \) since this will result in underflow. To avoid underflow, we can calculate the ratios of these expressions and then recover the probabilities for \( S_t = 1, \ldots, N \) from them. The \( m' \) simulations of the state vector \( S \) that are obtained are denoted by \( \{S^{(i)}\}_{i=1}^{m'} \). These draws from a Markov chain with \( p(S | y, \theta^{(r-1)}) \) as its stationarity distribution (Fruhwirth-Schnatter, 2006).

2. Monte Carlo E-step: Calculate \( \hat{Q}(\theta | \theta^{(r-1)}) \), an approximation of the conventional E-step \( \hat{Q}(\theta | \theta^{(r-1)}) \), where

\[ \hat{Q}(\theta | \theta^{(r-1)}) = \frac{1}{m'} \sum_{i=1}^{m'} \log f(y, S^{(i)} | \theta) \]

\[ - \frac{T \log(2\pi)}{2} - \frac{1}{2m'} \sum_{i=1}^{m'} \sum_{t=1}^{T} \log(\sigma_t^{(i)})^2 + \frac{(y_t - \mu_t^{(i)})^2}{(\sigma_t^{(i)})^2} \]  \hspace{1cm} (5)

\[ \hat{Q}(\theta | \theta^{(r-1)}) = \text{term 1} + \text{term 2} \]

3. M-step: Perform the following maximization:

\[ \theta^{(r)} = \arg \max_{\theta} \hat{Q}(\theta | \theta^{(r-1)}) . \]

This optimization can be split into two independent steps since terms 1 and 2 of (6) involve different subsets of the parameters. Term 1 includes the mean and GARCH parameters while term 2 only contains transition probabilities. Maximization of term 1 must be performed numerically and is similar to a standard GARCH optimization to calculate the MLE. To improve the performance of that optimization, the gradient of term 1 with respect to the mean and GARCH parameters should be provided to the optimization routine (Augustyniak, 2013) \([1],[1]\). Maximization of term 2 can be done analytically. Term 2 is at its maximum when the transition probabilities take the values.

\[ p_{jk} = \frac{f_{jk}}{\sum_{i=1}^N f_{ji}} \]

Where \( f_{jk} \) denotes the total number of transitions from state \( j \) to state \( k \) in all of the \( m' \) simulated vectors. A proof of this is in Augustyniak (2013) \([1],[1]\).

4. Apply a decision rule to determine whether to switch to MCML algorithm. If the decision is to switch, go to step 5 and set \( \theta^* = \theta^{(r)} \). Otherwise, add 1 to \( r \) and go to step 1.

5. Simulate \( m' \) samples of the state vector \( S \) from \( p(S | y, \theta^*) \) using the single-move Gibbs sampler described in step 1 of the algorithm to obtain the importance sample \( \{S^{(i)}\}_{i=1}^{m'} \).

6. MCML-step: Perform the following maximization to obtain the MLE:

\[ \hat{\theta} = \arg \max \log \sum_{i=1}^{m'} \omega^{(i)}_{\theta^*} \]  \hspace{1cm} (7)

In contrast to the M-step, this optimization cannot be split into two steps (Augustyniak, 2013) \([1],[1]\). Using importance sampling, the final sample \( \{S^{(i)}\}_{i=1}^{m'} \), generated at step 5 of the algorithm can be transformed into a weighted
sample, \( \{S^{(i)}, v^{(i)}_{\hat{\theta'}}\}_{i=1}^{m'} \) from \( p(S \mid y_i, \hat{\theta'}) \) where \( \omega^{(i)}_{\theta'\theta'} = \frac{\sum_{i=1}^{m'} \omega^{(i)}_{\theta'\theta'}}{m'} \), \( j = 1, \ldots, m' \). This sample can be used to obtain an estimate of the smoothed inference of the state at time \( t \), \( p(S \mid y, \hat{\theta'}) \), \( j = 1, \ldots, N \) with \( \sum_{i=1}^{m'} \omega^{(i)}_{\theta'\theta'} I_{\{S^{(i)} = j\}} \) or compute the asymptotic variance-covariance matrix of the MLE.

The Bayesian estimation of the MSGARCH model was estimated. Majorly, the derivation of the student t innovation for the MSGARCH model was directly from the work of Ardia, (2009) [9]. Specifically, we used the GJR-GARCH model with the student’s t distribution. The use of the student’s t distribution was based on the descriptive statistics carried out on the data. A Markov-switching threshold GJR (1,1) model with student-t innovations may be written as follows:

\[
y_t = \varepsilon_t (Qe_t h_t)^{\frac{1}{2}} \quad \text{for} \quad t = 1, \ldots, T
\]

\[
\varepsilon_t \overset{\text{iid}}{\sim} S(0,1,v)
\]

Where \( e_t = (I[s_t = 1] \cdots I[s_t = K]) I(\bullet) \) is the indicator function; the sequence \( \{S_t\} \) is assumed to be a stationary, irreducible Markov process with discrete state space \( \{1, \ldots, K\} \) and transition matrix \( P = [p_{ij}] \) where \( p_{ij} = \mathbb{P}(s_t+1 = j \mid s_t = i) \); \( S(0,1,v) \) denotes the standard Student-t density with \( v \) degrees of freedom; \( Q = (v - 2) / v \) is the scaling factor which ensures that the conditional variance is given by \( e_t h_t \). We define the vector of threshold GJR (1,1) conditional variance of (8) in a compact form as follows:

\[
h_t = \alpha_0 + \alpha_1 y_{t-1}^2 + \alpha_2 \otimes I\{y_{t-1} < \tau\} \otimes (\tau - y_{t-1})^2 + \beta \otimes h_{t-1}
\]

Where

\[
h_t = (h'_t, \ldots, h''_t) \quad \alpha_* = (\alpha_1^* \cdots \alpha_K^*) \quad \beta = (\beta_1^* \cdots \beta_K^*) \quad \tau = (\tau_1^* \cdots \tau_K^*) \quad \text{and} \quad I\{y_{t-1} < \tau\} = (I\{y_{t-1} < \tau^1\} \cdots I\{y_{t-1} < \tau^K\})'.
\]

In order to ensure the positivity of the conditional variance in every regime, we require that \( \alpha_0 > 0 \) and \( \alpha_1, \alpha_2, \beta \geq 0 \), where 0 is a vector of zeros. Moreover, we require that \( \tau \leq 0 \) to ensure that the conditional variance is minimal when the past return is zero (i.e. when the underlying price remains constant over the last time period). Indeed, a positive threshold would yield inconsistencies such as having a return of zero affecting the volatility by more than a positive return. It is also hard to justify why a positive return would be construed as bad news. Finally, we set \( h_0 = 0 \) and \( y_0 = 0 \) for convenience.

The use of a Student-t instead of a Normal distribution is quite popular in standard single-regime GARCH literature. For regime-switching models, a Student-t distribution might be seen as superfluous since the switching regime can account for large unconditional kurtosis in the data. However, as empirically observed by Klaassen (2002) [60], allowing for Student-t innovations within regimes enhances the stability of the states and allows to focus on the conditional variance’s behaviour instead of capturing some outliers. Moreover, the Student-t distribution includes the Normal distribution as the limiting case where the degrees of freedom parameter goes to infinity. We have therefore an additional flexibility in the modelling and can impose Normality by constraining the lower boundary for the degrees of freedom parameter through the prior distribution.

The Student-t specification in (8) needs to be re-written in order to perform a convenient Bayesian estimation (see, e.g. Geweke, 1993 in Ardia, 2009) [9]:

\[
y_t = \varepsilon_t (\omega_t Q e_t h_t)^{\frac{1}{2}} \quad \text{for} \quad t = 1, \ldots, T
\]

\[
\varepsilon_t \overset{\text{iid}}{\sim} N(0,1); \quad \omega_t \overset{\text{iid}}{\sim} IG\left(\frac{v}{2}, \frac{v}{2}\right)
\]

Where \( N(0,1) \) is a standard Normal distribution and IG the Inverted Gamma density. The degrees of freedom parameter \( v \) characterizes the density of \( V_t \), as follows:

\[
p(\omega_t \mid v) = \left(\frac{v}{2}\right)^\frac{v}{2} \left[\Gamma\left(\frac{v}{2}\right)\right]^{-1} \omega_t^{-\frac{v+1}{2}} \exp\left[-\frac{v}{2\omega_t}\right]
\]
For a parsimonious expression of the likelihood function, the vectors are defined by
\[ y = (y_1, \ldots, y_T) , \omega = (\omega_1, \ldots, \omega_T) , s = (s_1, \ldots, s_T) \] and \[ \alpha = (\alpha'_0, \alpha'_1, \alpha'_2, \alpha'_3) \]. The model parameters are then regrouped into \( \Theta = (\varphi, \omega, s) \) where \( \varphi = (\alpha, \beta, \tau, v, P) \). Finally, the diagonal matrix is defined by
\[ \Sigma = \sum(\Theta) = \text{diag}(\{\omega_i Q e_i h_i\}_{i=1}^T) \] where we recall that \( Q, e_i \) and \( h_i \) are both functions of the model of the parameters. Now, the likelihood function of \( \Theta \) is defined as follows:
\[
L(\Theta | y) \propto (\det \Sigma)^{\frac{1}{2}} \exp\left[ -\frac{1}{2} y' \Sigma^{-1} y \right].
\] (11)

This likelihood function is invariant with respect to re-labelling the states, which leads to a lack of identification of the state-specific parameters. So, without a prior inequality restriction on some state-specific parameters, a multimodal posterior is obtained and is difficult to interpret and summarize. To overcome this problem, we make use of the permutation sampler of Fruhwirth-Schnatter (2001) to find suitable identification constraints. The permutation sampler requires priors that are labelling invariant. Furthermore, we cannot be completely non-informative about the state specific parameters since, from a theoretical viewpoint, this would result in improper posteriors (see, e.g. Diebolt and Robert, 1994). In addition, a diffuse prior on \( \tau \) would lead to a flat posterior since the threshold parameters are unidentified for \( \alpha_2 = 0 \).

For the scedastic function’s parameters \( \alpha, \beta \) and \( \tau \), we use truncated Normal densities
\[
p(\alpha) \propto N_{3K}(\alpha | \mu_*, \Sigma_*) I(\alpha \geq 0) \]
\[
p(\beta) \propto N_K(\beta | \mu_{\beta}, \Sigma_{\beta}) I(\beta \geq 0) \]
\[
p(\tau) \propto N_K(\tau | \mu_{\tau}, \Sigma_{\tau}) I(\tau \geq 0) \]

Where \( \mu_*, \Sigma_* \), and \( \tau_{min} \) are the hyperparameters and \( N_d \) is the \( d \)-dimensional Normal density \( (d>1) \). The assumption of labelling invariance is fulfilled as we assume that hyperparameters are the same for all states. In particular, we set \( \mu_{\alpha} = \mu_{\alpha_0}, [\Sigma_{\alpha}]_i = \sigma^2_{\alpha_i}, [\mu_{\beta}]_i = \mu_{\beta_0}, [\Sigma_{\beta}]_i = \sigma^2_{\beta}, [\mu_{\tau}]_i = \mu_{\tau_0}, [\Sigma_{\tau}]_i = \sigma^2_{\tau}, [\tau_{min}]_i = \tau_{min} \) for
\[
i = 1, \ldots, K; [\mu_{\alpha}]_i = \mu_{\alpha_1}, [\Sigma_{\alpha}]_i = \sigma^2_{\alpha_1} \text{ for } i = K + 1, \ldots, 2K \text{ and } [\mu_{\alpha}]_i = \mu_{\alpha_2}, [\Sigma_{\alpha}]_i = \sigma^2_{\alpha_2} \text{ for } i = 2K + 1, \ldots, 3K, \]
where \( \mu_*, \Sigma_* \) and \( \tau_{min} \) are fixed values. Note that a lower boundary \( \tau_{min} \) is used since the likelihood function is invariant for threshold values below the minimum value of the observed data. Hence, the prior on \( \tau \) could be considered to correspond to an empirical Bayes approach rather than a fully Bayesian one.

The prior density of the vector \( \omega \) conditional on \( v \) is found by noting that \( \omega_i \) are independent and identically distributed from (10), which yields:
\[
p(\omega | v) = \left( \frac{v}{2} \right)^{\frac{n}{2}} \Gamma\left( \frac{v}{2} \right)^{-T} \left( \prod_{t=1}^T \omega_t \right)^{-\frac{1}{2} - 1} \exp\left[ -\frac{1}{2} \sum_{t=1}^T v \omega_t \right].
\] (12)

Following Deschamps (2006), we choose a translated Exponential with parameters \( \lambda > 0 \) and \( \delta \geq 2 \) for the prior on the degrees of freedom parameter:
\[
p(v) = \lambda \exp\{-\lambda(v - \delta)\} I(\delta < v < \infty).
\]

For large values of \( \lambda \), the mass of the prior is concentrated in the neighbourhood of \( \delta \) and a constraint on the degrees of freedom can be imposed in this manner. The Normality for the errors is obtained when \( \delta \) becomes large. As pointed out by Deschamps (2006), this prior density is useful for two reasons. First, for numerical reasons, to bound the degrees of freedom parameter away from two which avoids explosion of the conditional variance. Second, we can approximate the Normality for the errors while maintaining a reasonably tight prior that can improve the convergence of the MCMC sampler.

Conditionally on the transition probability matrix \( P \), the prior on the vector \( s \) is Markov:
\[
p(s | P) = \pi(s_1) \prod_{i=4}^{K} N_0 \prod_{j=1}^{K} P_{ij}^{N_{ij}}.
\]

Where \( N_{ij} = \# \{s_{i+1} = j \mid s_i = i\} \) is the number of one-step transitions from state \( i \) to state \( j \) in the vector \( s \). The Mass function for the initial state, \( \pi(s_1) \), is obtained by calculating the ergodic probabilities of the Markov chain (Hamilton, 1994). [50].
The prior density for the transition matrix is obtained by assuming that the $K$ rows are independent and that the density of the $i$th row is Dirichlet with parameter.

\[
p(P) = \prod_{i=1}^{K} D(\eta_i) \alpha \prod_{i=1}^{K} \prod_{j=1}^{K} P_{ij}^{\alpha-1}.
\]

Due to labelling invariance assumption, it is required that $\eta_{ii} = \eta_p$ for $i=1, \ldots, K$ and $\eta_{ij} = \eta_q$ for $i, j \in \{1, \ldots, K; i \neq j\}$.

Finally, we form the joint prior independence between $\alpha, \beta, \tau, (\omega, \nu)$ and $(s, P)$. The joint posterior density is then obtained by combining the likelihood function and the joint prior via Bayes’ rule (See Ardia, 2009) [9].

3. Results

The data used for this analysis was gotten from the archives of the Central Bank of Nigeria (CBN). The data is a monthly data of the average Bureau de change (BDC) exchange rate of naira to dollar. The data is from January, 1990 to December, 2018. R programming language was used in the analysis of the data. This data is archived in the repository of the Central Bank of Nigeria, www.cenbank.gov.ng.

3.1 Dataset

The dataset used in this article is basically the naira dollar exchange rate extracted from a pool of other exchange rates to naira. A time plot of the data is shown in figure 1. The time plot was done using R programming language. In addition, a descriptive statistics was carried out on the data. This is seen in table 1 below.

Table 1: Descriptive statistics of monthly bureau de change naira-dollar exchange rate from January, 1990 to December, 2018

<table>
<thead>
<tr>
<th>Minimum</th>
<th>Median</th>
<th>Mean</th>
<th>Variance</th>
<th>Standard Deviation</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.87</td>
<td>137.96</td>
<td>146.00</td>
<td>8800.192</td>
<td>93.80934</td>
<td>494.70</td>
</tr>
</tbody>
</table>

3.2 Data availability

The data is available in the archives of the Central bank of Nigeria at www.cbn.gov.ng which now an open source and can be sent via email by the authors.

3.3 Data analysis

Figure 1 above shows that the time plot for the data used in this article is not stationary. To confirm this, we carry out an augmented dickey fuller test which is a test for stationarity. The null hypothesis, $H_0$, states no stationarity and the alternate hypothesis, $H_1$, states that there is stationarity. At $\alpha = 0.05$, the p-value for the raw data is 0.7034. The decision rule is that we fail to reject $H_0$ and conclude that there is no enough evidence to say that the data is stationary. This implies that our raw data is not stationary. This coincides with what our time plot is actually telling us that our data is not stationary since from the time plot it does not show that it follows a white noise process. Thus, we move to make our data stationary. To achieve this, we take the Difference of the log of the raw data. The plot is seen in figure 2 below.
We can see from figure 2 that the plotted data seems to follow a white noise process which we can say that the data is stationary. But for us to be sure that our data is stationary, we carry out again the augmented Dickey Fuller test to see if our transformed data is stationary. At \( a = 0.05 \), the p-value for the test is 0.01. This implies that the data is stationary. Since in this case, the null hypothesis is rejected in favour of the alternate hypothesis. The alternate hypothesis in this case states that the data is stationary. Thus, we fulfil the condition of stationarity which is one of the assumptions in time series modelling. An ARCH-LM test was also carried out to see if the data is suitable for the GARCH model and the result from the test shows that the data is suitable for the GARCH model. The table of results is in table 2 below.

**Table 2: ARCH LM test of monthly bureau de change naira-dollar exchange rate from January, 1990 to December, 2018**

<table>
<thead>
<tr>
<th>Order</th>
<th>LM</th>
<th>P. Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>335.1</td>
<td>0.00e+00</td>
</tr>
<tr>
<td>8</td>
<td>157.4</td>
<td>0.00e+00</td>
</tr>
<tr>
<td>12</td>
<td>98.8</td>
<td>3.33e-16</td>
</tr>
</tbody>
</table>

In estimating the parameters of the Markov switching GARCH models, we employed two method of estimation: the maximum likelihood method and the Monte-Carlo Markov chain method. The results for the parameters of the estimates for these two methods of estimation are shown in the table 3 below.

**Table 3: Parameter Estimates for MSGARCH Models of Monthly Bureau De Change Naira-Dollar Exchange rate from January, 1990 to December, 2018**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Single Regime (Maximum Likelihood)</th>
<th>Two Regime (Maximum Likelihood)</th>
<th>Three Regime (Maximum Likelihood)</th>
<th>Single Regime (Monte-Carlo Markov Chain)</th>
<th>Two Regime (Monte-Carlo Markov Chain)</th>
<th>Three Regime (Monte-Carlo Markov Chain)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_{01} )</td>
<td>0.0001 (0.0000)</td>
<td>0.0001 (0.0000)</td>
<td>0.0005 (0.0008)</td>
<td>0.0003 (0.0000)</td>
<td>0.0000 (0.0000)</td>
<td>0.0000 (0.0000)</td>
</tr>
<tr>
<td>( \alpha_{11} )</td>
<td>0.5907 (0.0000)</td>
<td>0.6270 (0.0000)</td>
<td>0.3821 (1.2900)</td>
<td>0.5212 (0.0041)</td>
<td>0.4992 (0.0032)</td>
<td>0.0016 (0.0003)</td>
</tr>
<tr>
<td>( \alpha_{21} )</td>
<td>0.0001 (0.0000)</td>
<td>0.0001 (0.0000)</td>
<td>0.0035 (0.0052)</td>
<td>0.1304 (0.0035)</td>
<td>0.0015 (0.0000)</td>
<td>0.1163 (0.0087)</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>0.3660 (0.0000)</td>
<td>0.3639 (0.0000)</td>
<td>0.7572 (0.0265)</td>
<td>0.2709 (0.0036)</td>
<td>0.3316 (0.0024)</td>
<td>0.1543 (0.0027)</td>
</tr>
<tr>
<td>( \nu_1 )</td>
<td>2.8260 (0.0000)</td>
<td>2.7282 (0.0000)</td>
<td>2.1915 (0.4156)</td>
<td>6.9595 (0.3664)</td>
<td>21.0599 (0.3053)</td>
<td>9.0023 (0.3878)</td>
</tr>
<tr>
<td>( \alpha_{02} )</td>
<td>0.0032 (0.0000)</td>
<td>-1.5604 (0.0000)</td>
<td>-1.3766 (0.1987)</td>
<td>0.0027 (0.0000)</td>
<td>-1.7913 (0.0359)</td>
<td>49.9937 (0.0003)</td>
</tr>
<tr>
<td>( \alpha_{12} )</td>
<td>0.3815 (0.0000)</td>
<td>2.1904 (0.0000)</td>
<td>-0.0199 (0.0067)</td>
<td>0.4310 (0.0056)</td>
<td>1.9227 (0.0359)</td>
<td>-4.8397 (0.0122)</td>
</tr>
<tr>
<td>( \alpha_{22} )</td>
<td>0.0002 (0.0000)</td>
<td>0.7645 (0.0000)</td>
<td>0.2780 (0.0592)</td>
<td>0.0599 (0.0034)</td>
<td>0.8315 (0.0222)</td>
<td>-1.3326 (0.0734)</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.0885 (0.0000)</td>
<td>0.2828 (0.0000)</td>
<td>0.8497 (0.0211)</td>
<td>0.1018 (0.0035)</td>
<td>0.4103 (0.0127)</td>
<td>0.8959 (0.0011)</td>
</tr>
<tr>
<td>( \nu_2 )</td>
<td>12.2621 (0.0000)</td>
<td>2.1017 (0.0000)</td>
<td>85.1495 (108.8086)</td>
<td>33.6213 (0.6458)</td>
<td>2.4220 (0.0127)</td>
<td>5.6921 (0.0688)</td>
</tr>
<tr>
<td>( \xi_2 )</td>
<td>-</td>
<td>0.4551 (0.0000)</td>
<td>-</td>
<td>-</td>
<td>0.5964 (0.0062)</td>
<td>-</td>
</tr>
<tr>
<td>( \alpha_{03} )</td>
<td>-</td>
<td>0.0014 (0.0012)</td>
<td>-</td>
<td>-</td>
<td>0.0001 (0.0000)</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{13} )</td>
<td>-</td>
<td>0.5516 (0.4965)</td>
<td>-</td>
<td>-</td>
<td>0.5693 (0.0729)</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{23} )</td>
<td>-</td>
<td>0.0002 (0.0017)</td>
<td>-</td>
<td>-</td>
<td>0.0168 (0.0007)</td>
<td></td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>-</td>
<td>0.2374 (0.3138)</td>
<td>-</td>
<td>-</td>
<td>0.3810 (0.0023)</td>
<td></td>
</tr>
<tr>
<td>( \nu_3 )</td>
<td>-</td>
<td>6.6363 (3.8948)</td>
<td>-</td>
<td>-</td>
<td>3.5652 (0.0146)</td>
<td></td>
</tr>
<tr>
<td>( P_{11} )</td>
<td>0.9877</td>
<td>0.9906</td>
<td>0.0072</td>
<td>0.9670</td>
<td>0.8509</td>
<td>0.3710</td>
</tr>
<tr>
<td>( P_{12} )</td>
<td>-</td>
<td>-</td>
<td>0.7954</td>
<td>-</td>
<td>-</td>
<td>0.3112</td>
</tr>
<tr>
<td>( P_{21} )</td>
<td>0.0441</td>
<td>0.0287</td>
<td>0.3140</td>
<td>0.0633</td>
<td>0.7682</td>
<td>0.2889</td>
</tr>
<tr>
<td>( P_{22} )</td>
<td>-</td>
<td>-</td>
<td>0.6860</td>
<td>-</td>
<td>-</td>
<td>0.0671</td>
</tr>
<tr>
<td>( P_{31} )</td>
<td>-</td>
<td>-</td>
<td>0.0960</td>
<td>-</td>
<td>-</td>
<td>0.0088</td>
</tr>
<tr>
<td>( P_{32} )</td>
<td>-</td>
<td>-</td>
<td>0.0010</td>
<td>-</td>
<td>-</td>
<td>0.0084</td>
</tr>
<tr>
<td>( \text{AIC} )</td>
<td>-1559.0319</td>
<td>-1578.9851</td>
<td>-1591.7761</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( \text{BIC} )</td>
<td>-1513.2623</td>
<td>-1529.4014</td>
<td>-1511.6794</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( \text{DIC} )</td>
<td>-</td>
<td>-</td>
<td>-1554.7021</td>
<td>-1566.3519</td>
<td>-1400.6619</td>
<td>-</td>
</tr>
<tr>
<td>( \log \text{Likelihood} )</td>
<td>791.5159</td>
<td>802.4926</td>
<td>816.8881</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Acceptance Rate (Standard errors)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>27.6%</td>
<td>28.3%</td>
<td>28.4%</td>
</tr>
</tbody>
</table>

From table 3, we can see that for the method of maximum likelihood, the standard error of the estimates are all zeroes and the p-values for the method of maximum likelihood are all significant. Also, for the Bayesian inference which used the MCMC algorithm, the parameter values are the posterior mean. It is seen from table 3 that some of the standard error of the Bayesian inference were zero or close to zero. This implies that the estimated values are close to its true population parameters. One of the reasons for this, is simply because of the simulation method used in estimating the parameters of the model.

Figure 3 shows the conditional volatility and the QQ-plots of the residuals for two regime switching GARCH model for Bayesian estimation. From figure 3, it is seen that the QQ-plot for the residuals of the two regime switching GARCH model for Bayesian estimation follows a normal distribution. This means that it forms a parsimonious model. In addition, the conditional volatility plots shows that it follows a Gaussian white noise process (Miller and Childers, 2012) (69).

Figure 3: Volatility Forecast Plot for two Regime Switching GARCH Model (Bayesian) of Monthly Bureau De Change Naira-Dollar Exchange rate (January, 1990 to December, 2018)

Figure 4: Volatility Forecast Plot for three Regime Switching GARCH Model (MLE) of Monthly Bureau De Change Naira-Dollar Exchange rate from January, 1990 to December, 2018
Figure 4 shows the conditional volatility and the QQ-plots of the residuals for three regime switching GARCH model for MLE. From figure 4, it is seen that the QQ-plot for the residuals of the three regime switching GARCH model for MLE follows a normal distribution. This means that it forms a parsimonious model. In addition, the conditional volatility plots shows that it follows a Gaussian white noise process (Miller and Childers, 2012)\(^{[69]}\).

The transition matrix for the models revealed that the probability of remaining in one state is higher than the probability of transiting from one state to the other for both methods of estimation. For the method of maximum likelihood, the three regime switching GARCH model, the transition matrix is given by

\[
\begin{bmatrix}
0.072 & 0.7954 & 0.1974 \\
0.3140 & 0.6860 & 0.0000 \\
0.0960 & 0.0010 & 0.9029
\end{bmatrix}
\]

From the transition matrix above, it is seen that the probability of transiting from state 1 to state 2 is 0.7954, the probability of transiting from state 3 to state 3 that is remaining in one state is 0.9029.

This means that for the data which was used for this study, which is the exchange rate data from January 1990 to December, 2018, the probability of exchange rates to remain in the same state is 0.9029. The implication of this is that the probability for a rise in exchange rate at a particular time is relatively lower than the probability for the price of exchange rate to remain at a relatively stable price.

This is also same for the Bayesian inference as the preferred model is the two regime switching GARCH model. The transition matrix is seen below.

\[
\begin{bmatrix}
0.8250 & 0.1750 \\
0.0756 & 0.9244
\end{bmatrix}
\]

Also, based on the stability of the parameters, the Bayesian inference was able to capture the shocks in the exchange rate market since some of its parameters had negative values. Generally, in interpreting the GARCH parameters, negative values for asymmetric GARCH models implies that there were higher volatility during the period under study.

4. Discussion

MSGARCH models provide an explanation for the high persistence in volatility observed in single-regime GARCH models and allow for a sudden change in the (unconditional) volatility level which improves significantly the volatility forecasts (Ardia, 2009)\(^ {[9]}\). Different parameterization of MSGARCH models have been proposed in the literature but they raise difficulties both in their estimation and their interpretation (Ardia, 2009)\(^ {[9]}\). Haas et al. (2004)\(^ {[46]}\) overcome these problems by providing a model which can be estimated by ML and which allows for a clear-cut interpretation of the variance dynamics in each regime. In this work we employed both the method of maximum likelihood and the Bayesian inference which utilizes the Monte-Carlo Markov chain algorithm. From the information criteria, for the method of maximum likelihood, estimation, the three regime switching GARCH model performed better than the single regime and the two regime switching GARCH models with the three regime switching GARCH model having the least deviance information criteria. Also, for the Bayesian inference, the two regime switching GARCH model performed better than single regime and the two regime switching GARCH models with the least deviance information criteria (DIC).

From this article so far, we can see that the both the method of maximum likelihood and the Bayesian inference performed similarly as the differences in their information criteria weren’t so significant. The method of maximum likelihood which also employed the MCMC approach proved to be a better estimate than the Bayesian inference with an information criteria smaller than that of the Bayesian inference. It is also noted that increasing the number of regime can also improve the result of the MSGARCH model.
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