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Abstract

In this paper, we studies the explicit solution of a linear difference equation of unbounded order with
variable coefficients ipresented. The solutions of nonhomogeneous and homogeneous linear difference
equations of order N with variable coefficients are obtained. From these solutions, we also get
expressions for the product of companion matrices, and the power of a companign Tha paper
presents explicit solutions in terms of coefficients of linear difference equations with variable
coefficients, for both the unbounded order case and th@fdtr case.

Keywords: explicit solution difference equationvariable coefficientsnonhomogeneousiomogeneouys
companion maix, explicit solutions

Introduction

Asymptotics ofsolutions of linear recurrencegth coefficients having series representations
have also been studied by many autofls

Further work on convergence properties of linear recurrence sequences has been presented
Kooman and Tijdemal. A survey of the literature on explicit solutions of linear recurrences
reveals that in the case of linear recurrences with constantoieet§i, the explicit solutions in
terms of coefficients are well known. That is no longer the case when the coefficients vary
with the index®l. A method of solving linear matrix difference equations with constant
coefficients by using operator identitiaas been presented by Ver@r®. Work on the
existence and construction of clodedm solutions of linear recurrences with polynomial and
rational coefficients has been done by PetkoV¥Ek!. But, in the available open literature,
there are nox@ressions in terms of coefficients for the complete solution of a linear difference
equation with varying coefficients when the order is 3 or more, except for cases in which the
coefficients have some special properties.

Formulations
Consider the lineatifference equation

k-1

Ve = E by iy + Xy, k=1
i=1 1)

of unbounded order, with integral index k, variable complex coefficiants..hh by, «1, and
complex forcing term x The solution of this equation, which is an expression fok3/1 in
terms of onlycoefficients and forcing terms, is given by the proposition that follows.
Propositionl. The solution of difference equation (1) is given by

k—1
Ve = 2 Cpikxi + X, k=1,

i=1 (2)
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Where

k—i i
ci=b it X )y by k-, Il by _sm-11, k-xm 1,
j=2 (Uy,....1) m=2
oo, li=1
Lttt o L=k 3)

fori=1,...,ki 1, k2.

Proof.From the difference equation (1), it is clear that its solution is of the form (2). Substituting (2) in (1), we obtaid,.for i
kil, k2,

k—1 k—1i-1
Y = E by ix; + Z E by i x, + x4

i=1 i=2 r=1
k-1 k-2 k-1

= Y bxi+ Y X b, x, +x
i=1 r=11i=r+1
k—2 k—1

= E b + Z b, rCri|%i + by g1 X1 X
i=1 r=i+1 4)

Comparing (4) with (2), we get

k-1
—bi= Y b, fori=1,....k—1,k>2.

Cp L
r=i+1 (5)

N

If we can show thatg given by (3) satisfies (5), then the proposition will be proved.
Now using (3), the righband side of (5) can be expressed as

k—1 k—1
Z by ¢, i =by ii1biiy ;i t Z by b, ;
r=i+1 r=i+2
k—i—1 k-1
+ Z E E bk,rbr,r—l|
j=2 r=i+j ..., 1)
I,..., ;=1

L+ly+ e +l=r—i

J
X| TT b, s, |-
m=2

(6)
Substituting 4=Ki r and replacing the index j byj in (6), we get
k-1
E bk,rcr,i
r=i+1
k—i—2
= bk,k—(k—i—l)bk—(k—i—l),k—(k—i—l)—l + Z bk.k—[lbk—l,.k—ll—(k—ll—i)
L=1
k—i k=i—=(—=1) j
+ ) 3 2 by, k-1, Il by _gm-i1, k—xm_,
j=3 =1 gssil)) w=a
[ FIRm— /i1
L+ = +l=k—i=1,
k—i J
- 7 b k—n| TT beospoyi, -xpy,
j=2 (Uy,....1) =2
Lz1
L1+ o +l=k—i
=Cri — b )

for i=1,..., ki1, K2, from (3). Therefore we conclude that the expression dpgigen by (3) obeys (5), which proves the
proposition.
~3g~
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Linear difference equation of orderN
We know that the linear difference equation

N

Yisn = 2 @k iVien—j T Xeins k=1
j=1 (8)

of order N (N 2) with variable complex coefficients g j=1...., N, complex forcing termxy, and complex initial valuesyy..,
yn. The solution of this equation, which is an expression fay, Y@ 1 in terms of only coefficients, initial values, and forcing
terms,is given by the following proposition.

Proposition2. The solution of difference equation (8) with initial valugs.y w is given by

N 0
Visn = 2 A Ynii—j T X Ay Xy T Xy, k=1,

j=1 j=2-k O
Where

k+j-1 r
dp ;= Y IT aper, o,

r=1 (... 1) m=1

1<ly,....[,<N
l,=j
L+ly+ - +lL=k+j—1 (9b)

forj=2ik,...,N, k2 1.

Proof. Difference equation (8)Vith initial values y,..., yn can be treated as a special cas@ pfin which
yk=xk fOI‘lSksN,

b, =0 fori=1,....k—1,1<k<N,

by, =0 fori=1,..k-N-1k=>N+2
bkvj=ak_N‘k_,- fOI'l=k—N ..... k_ 1,k2N+1. (10)

Now the solution of (8) with initial values.,y.., yn is given by Proposition 1, with the expression feor given by (3) having the
additional constraints oncpbin (10). The solution can therefore be expressed by using (10) as

N k-1
Vi = ch,,-y,-+ Z Cp i8; T+ B k>N+1, or
i=1 i=N+1
N 0
Ye+n = Z Ck+N,N+l—jyj+ Z Ck+N.N+1_ij+l_j+xk+N, k> 1.
j=1 j=2-k (11)

Since (3) can be rewritten as

i j
Cri = Z Z 1_[1 bk+[,,,—E;{',ll,,.k—):f,',,l,,
; =

L+1,+ ---‘+lj=k—i (12)

fori=1,..., ki1, K2, itis clear from (10) that for eatbrm of the summation on the righ&nd side of (12) to be nontrivial, the
conditions

i
1<1,,..., I,<N, k+1,— Y I,=i+[;=N+1

n=1

forj=1,..., k—1i (13)

Needto be satisfied. Therefore we get
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k—i J
Cri = ) x I1 bisr,—sm 1, k-xru,
j=1 (Uy,....1) m=1
l<ly.....[;=N
[=N+1-i
L+ly+ - +l=k—i (14)
fori=1,...,ki 1, K N+1. Substituting
dk,j T CReN N+1-j and ay =bk+N,k+N—j (15)
In (11) and (14) respectively, and combining the two results, we obtain the proposition.
Note that difference equation (8) with initial valugs.y, yn can be expressed in vector form as
Vion Qe gz A A, N—1 G N
y 0 0 0 0
SRR I I 1 0 0 0
Vi 0 0 0 - 1 0
Yi+N-1 Xee N
% yk+‘N72 n 0 ’ k=1,
Y 0 (16)
wherethe N=N matrix on the righhand side of (16) is the companion matrix for index k. Defining
T T
Ve = [onvs Yeonzo o 2l X £ [x44n,0,...,0], (17a)
A1 Gz A3 A, Nn-1 G N
1 0 0 0 0
A,2| 0 1 0 0 0
0 0 0 1 0 (17b)
for k2 1, we can rewrite (16) as
Yer1 = Ay t X, k=1, (18)

wherey: = [yn, Yni1...., Y1]T is the initial value vector. The solution of (18) with initial value vectotan then be given in matrix
form by
k-1
Veor =AA A Y+ X AA AL X X, k=L
=1 (29)

Product of Companion Matrices

Consider the homogeneous case of difference equation (8) with initial valuegy; in which x.n =0 for k¥ 1. The solution of
this homogeneous equation can be expressed, using (9a), as

N
Yiin = 2 di [ Yn+1-j» k=1,
i1 (20)
wheredy j, j=1....,N are given by (9b).
Extending the definition ofigh to k=1 (Ni 1),...,0, we can express the solution (20) as

N

Yisn = de,ij+l—j' k=—-(N-1),
j=1 1)

wheredy, 1,..., dk, N are given by (9b) forkl, and by
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dy dy do N
d—1,1 d—l,Z d—l,N
. . . =1,
d—(N—l),] d—(N—l)‘Z d—(N—l).N (22)

wherely is the NxN identity matrix, for k¥(Ni 1),...,0. However, (19) implies that the matrix form of the homogeneous solution
is

Yir1 = AApy Ay, k=1, (23)

whereyy and A are defined in (17).
Comparing (17), (21), and (23), we find that the product of companion matrices can be expressed as

ApAp_y A,
dk‘] dk,z dk,N—l dk,N
dk—1,1 dk—l.z dk—l,N—l dk—l.N
dk—N+1,1 dk—N+l,2 dk—N+1,N—1 dk—N+l,N

k=1, (24)

whereAy(k? 1. is defined by (17b), andidy, j, the entry in the ith row and the jth columr€i(j¢N. of the product AAx.... A,
which is obtained from (9b) and (22), is given by

k—i+j r
dk7i+l,j= Z Z Ap—it141,—5m_ 1.1,

r=1 Uy 1) m=1

L2lson ;<N
1,>j
Li+lp+ o+l =k—i+j
if i < min(k, N), (25a)

=1 ifj=1i,i>k, k<N, (25b)
=0 if j#i,i>k k<N. (25¢)

It can easily be shown that the characteristic equation f given by

N
det(A, — Aly) = (—1)”{,\" -y ak’j/\N"},
j=1 (26)

whichimplies
det(A,) = (—1)""a, . (27)

Based on this result, we have the following proposition for linearly independent solutions lvénttogeneous version of
difference equation (8), that is, the equation

N

Yie+nN = E A i YesN—j» k>1.
" (29)

Proposition3. Difference equation (28) with.&, /0, k¥ 1, has N linearly independent solutions expressed:as=g, j, j=1,..., N
for k21 (Ni 1), where ds,..., d¢ n are given by (9b) and (22).

Proof. If is clear from (21) thatyn=dx, j, j=1...., N, are N solutions of difference equation (8) férik(Ni 1). The Casoratian of
the N sequences {g ki (ni1), j=1,..., N is given by the determinant
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dk,l dk,N
dk+1.l dk+2,N
dk+N—l,l dk+N—l,N
dk+N—l‘l dk+N—1,N
=(_1)l%|dk+N—2.l r dinoan
dm dk.N
(- for k = —(N — 1)
k+N-1

(-0 TT (=)', y  fork> —(N-2)
i=1
* 0, (29)

Using (22), (24), (27), and the fact that @ 0, i=1,.., k+Ni1, K1 (Ni2). Therefore {d }«i wiy, jT1,..., N, are linearly
independent sequences, which implies that ydx j, j=1...., N, are N linearly independent solutions of the difference equation for
k2y 1 (N1 1).

Power of thecompanion matrix for the constant coefficient case
Consider the case of the homogeneousadtter difference equation (28) with initial values.y, yn in which & =g for all k2 1,
i=1,...,N, that is, the equation

N
Visn = L AVieN-j k=1

i=1 (30)
With initial values y,..., yn. We can rewrite (30As
Yir1 = AYe. k=1, (31)

whereyy is defined in (17a), A is defined in (17b) with ;aeplaced by aand Yy is the initial value vector. From (23), the matrix
form of the solution to (31) with initial value vectorig given by

Yirr = Ay, k=1. (32)
Thus the kth power of the NxN companion matrix A gives the solutionsifar.y yi«n Of the Nthorder homogeneous linear

difference equation (30) with constant coefficients.aay and initial values y..., yn.
Using the result in (24) and (25) for the product of companion matrices, we obtain

dk.l dk‘z dk.N—l dk‘N
AF — dk—m dk—l,z dk—1,N—1 dk—uv
dk—Nﬂ,l dk—NH,z dk—Nﬂ.N—l dk—Nﬂ,N
k=1, (33)

wheredkii+1, j, the entry in the ith row and the jth column df & expressed as

di—iv1

k—i+j r

= Y Il a,m] if i < min(k, N),
r=1 (y.....1) m=1
1</,....[,<N
=]
LAl o+l =k—i+] (34a)

=1 if j=i,i>k k<N, (34b)
=0 if j #i,i >k, k <N. (34c)

Our aim is to obtain an alternative expression farg when i¢ mink, N. in terms of powersf the coefficients a.., an.
Now (34a).Canbe rewritten as
~43~
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N k—i+j

dk—f+1,j = Z i Z (‘111 al,_,) a,

v=j r=1 Uy, ool )
1<l,....[,_ <N
L+ly+ o+, =k—i+j-0v (35)

fori¢min (k, N). The sum ofia... a1 over all L,..., |11 satisfying
1<!,....1,_; <N, L+l + -+l =k—i+j—v
wherer=1,...,Ki i+j is the same as the sum of

to+ byt
e

Therefore (35) implies, fo€min (k, N),
d

k—i+1,]

=§_ ¥

N
1.
t+ 2t 4 - + Nty=k—i+j—v (36)

Replacingtby t,i 1 in (36), we get

£+ typq + o iy

dk—i+l.j = Z :

oot o+t + e iy

Py ty=0
ty+2ty+ - +Nty=k—i+j

N
lm
IT a
m=1

(37)

fori=1,..., min (k, N), j=1,.., N, k¥ 1. This is an alternative way of expressing (34a) in terms of the coefficigntsaa of the
companion matrix A.

Conclusion

The explicit solutions of the linear difference equations presented here utilize the combinatorial properties of thef ihgices
coefficients. The solution of the difference equation of unbounded order resthléssnlution of the Ntorder equation, which,

in turn, provides expressions for the product of companion matrices and the positive integral powers of a companion matrix.
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