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Abstract 

Particulate matter is one of the major air pollutants closely related to human health. In order to predict 

atmospheric particulate matter concentrations effectively and accurately, this paper utilized ARIMA 

model, Holt-Winters model, STL-Holt model and STL-ARIMA model to carry out prediction 

experiments based on hourly PM2.5 and PM10 concentration historical data in Guangzhou city. The 

results showed that the four models were effective in predicting hourly PM2.5 and PM10 concentrations. 

The RMSE, MAE, MAPE, and 2R  metrics were used to evaluate the prediction accuracy of the models. 

It was found that the Holt-Winters model performed best among the four models. This study may provide 

guides for the environmental authorities in forecasting atmospheric particulate matter concentrations. 
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1. Introduction 

With rapid economic and social development, the issue of air pollution has become a major 

concern for us. Air pollution has a constant impact on people's health and travelling. Long-

term exposure to atmospheric particulate matter in concentrations exceeding normal standards 

can lead to cardiovascular disease, ischaemic heart disease, and a range of diseases related to 

the lung and respiratory tract (Kim et al., 2017; Miller et al., 2007) [1, 2]. Especially after the 

COVID-19 pandemic, people's hearts and lungs may not function as well as before, putting 

them at a much higher risk of developing a disease. An effective air quality forecast will not 

only reduce the adverse health effects of air pollution for individuals but also enable 

government departments to carry out management work such as reducing road emissions and 

increasing forest cover (Simiyu et al., 2021) [3], thus providing significant economic and 

ecological benefits to society. 

Particulate matter (PM) is one of the major air pollutants released into the atmosphere as a 

result of human activities. Models for predicting atmospheric particulate matters (PM2.5 and 

PM10) concentrations mainly include statistical models, chemical transport models and 

machine learning models. Among the statistical models, time series models are the 

conventional but effective prediction methods. Bhatti et al. (2021) [4] used a SARIMA model 

to fit monthly PM2.5 concentrations in Lahore city of Pakistan from 2014 to 2020 and 

predicted the data for the next 12 months. The results showed that 75% of the predictions had 

a percentage error of less than 7%. The Brazilian scholar Ventura et al. (2019) [5] proposed 

using the Holt-Winters model to predict air quality and got better results in the simulation 

prediction of PM2.5 in the industrial area of Rio de Janeiro. Wongrin et al. (2023) [6] used 

statistical methods and deep learning techniques to predict daily average PM2.5 concentrations 

in northern Thailand and showed that ARIMA and ETS models performed better than deep 

learning methods at most stations. Aladağ (2021) [7] combined wavelet transform and ARIMA 

models to construct a WT-ARIMA model to predict monthly PM10 concentrations in 

Erzurum, Turkey, and indicated that the hybrid model gave better predictions than the 

traditional ARIMA model.  
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However, little work has been done to apply the Holt-Winters model and the STL decomposition method to predict atmospheric 

particulate matter concentrations in Chinese cities. In this paper, the ARIMA model, Holt-Winters model and STL decomposition 

method will be applied to predict and analyse the hourly PM2.5 and PM10 concentrations in Guangzhou one of the largest cities 

in China, which may provide references for the prevention and control of atmospheric particulate matters pollution. 

 

2. Materials and Methods 

2.1 Data acquisition and processing 

This paper selects Guangzhou’s hourly particulate matter concentration data in January 2022 for the study, including PM2.5 and 

PM10 concentration data. Guangzhou is a large city in southern China with an area of 7434.40 square kilometres and a resident 

population of 18,734,100 at the end of 2022. The particulate matter concentration data are available from the China Air Quality 

Historical Data website (http://beijingair.sinaapp.com). There are outliers and missing values in the data that need to be dealt with. 

For the outliers, this paper takes the way of eliminating and making them as missing values. For the missing values, this paper 

takes the linear interpolation method to fill in, making the time series data more complete. All the analyses are based on the 

statistical software R in version 4.2.2. 

 

2.2 Research Methodology 

ARIMA Model 

The ARIMA model is a time series forecasting method proposed by the American statistician Box and the British statistician 

Jenkins in 1976. It is a generalized form of the Auto Regressive Moving Average (ARMA). If the time series 
 
is stationary 

and satisfies the equation (Cryer and Chan, 2008) [8]: 

 

 

 

 is called a autoregressive moving average process of orders p and q; we abbreviate the name to , where 

 are Auto Regressive coefficients, and  are the Moving Average coefficients. A non-stationary time series 

 is said to be an 
 
process if the DTH difference

  
is a stationary process.  

The modelling process for the ARIMA model is as follows: (1) Data testing: Before building the model, the data need to be tested 

for stationarity. Series that are not stationary need to be differenced first so that they meet the stationarity requirements for 

ARIMA modelling. A white noise test is also required to ensure that the series is not completely random. Only if the series is not a 

white noise process does it make sense to build a model for analysis and prediction. (2) Model identification: The parameters in 

the 
 
model can be investigated by autocorrelation and partial autocorrelation graphs of the stationary time 

series and the Akaike information criteria (AIC). The model with the smaller AIC value is preferred as the best form of the model. 

(3) Model diagnosis: After building the ARIMA model, the residual series fitted to the model need to be tested for white noise. 

Models that pass the test can be used for forecasting, while those that do not need to be rebuilt. 

 

Holt-Winters Model 

Holt-Winters model is a three-parameter exponential smoothing method that was proposed by Winters to capture seasonality in 

1960. The Holt-Winters method consists of a forecasting equation and three smoothing equations - one for the level , one for 

the trend , and one for the seasonal component . According to the different seasonal components, there are additive and 

multiplicative models for this method. When seasonal changes in the time series remain roughly constant, the additive model is 

usually preferred, while when seasonal changes vary proportionally with the level of the time series, the multiplicative model is 

usually preferred (Hyndman and Athanasopoulos, 2018) [9]. Assuming that 
 
is the predicted value of the series 

 
at time 

 and  is the frequency of seasonality, then the component form for the additive method is: 
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Where  is the integer part of which ensures that the estimate of the seasonality index used for prediction is from the 

last period of the sample. The usual restriction on the model smoothing parameters is .  

 

Forecasting with STL decomposition 

The STL (Seasonal and Trend decomposition using Loess) is a versatile and robust method for time series decomposition 

developed by Cleveland et al. (1990) [10]. We denote 
 
as the sample data, 

 
as the trend component,  as the seasonal 

component and 
 
as the remainder, then the additive decomposition of the time series can be written as 

 

 

 

Assuming a decomposed time series is written as ，where  is the seasonally adjusted component. To 

forecast a decomposed time series, the seasonal component  and the seasonally adjusted component  need to be predicted 

separately (Hyndman and Athanasopoulos, 2018) [9]. The seasonal component is usually assumed to be constant or to vary very 

slowly, so it is predicted by simply extracting the last period of the estimated component. For the seasonally adjusted component, 

any non-seasonal forecasting method can be utilized, such as the random walk with drift model, the ARIMA method and the Holt 

method. 

 

Model Assessment 

In this paper, Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE) and 

Correlation Coefficient  are selected to evaluate the prediction accuracy of the models. They are defined as follows: 

 

 

 

where n is the number of samples. The MAE, RMSE, MAPE and are used to measure the errors between predicted values ( ) 

and real values ( ). 

 

3. Results and Discussions 

Descriptive Statistics 

The results of the descriptive statistical analysis of the observed particulate matter concentration data are shown in Table 1. The 

sample size for the hourly PM2.5 and PM10 concentrations data used in this study was 504. The mean and standard deviation of 

PM2.5 concentrations were 37.56 and 16.00 μg/m3, with Skewness and Kurtosis values calculated as 0.20 and -0.39; the mean and 

standard deviation of PM10 concentrations were 63.79 and 29.83 μg/m3, with skewness and kurtosis values calculated as 0.40 and 

-0.53. According to the Jarque-Bera normality test, the results showed that the p-values of the two time series were smaller than 

0.05, rejecting the normal distribution of the observed data. 
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Table 1: Descriptive Statistics Summary 
 

Variables PM2.5 PM10 

Observations 504 504 

Range [4,78] [6, 143] 

Median 37 60 

Mean 37.56 63.79 

Std. Dev 16.00 29.83 

Skewness 0.20 0.40 

Kurtosis -0.39 -0.53 

Jarque-Bera.p 0.043 0.000 

 

Modelling process 

ARIMA Model 

1. Data Testing: To check the stability, a unit root ADF (Augmented Dickey-Fuller) test was conducted on the hourly PM2.5 

concentration and PM10 concentration data for the first 20 days of January 2022 in Guangzhou. The results in Table 2 showed 

that both series of PM2.5 concentration (series I) and PM10 concentration (series II) were non-stationary series, but the p-values 

of the ADF test for the two series after the first-order difference were smaller than 0.01, which meant the new series diff_PM2.5 

and diff_PM10 were stationary series. The Box-Ljung test showed that the p-values of both series are smaller than 0.01, rejecting 

the series as completely random. It suggested that the two series are not white noise and an ARIMA model can be built.  

 
Table 2: Unit root test (Augmented DF) 

 

Variables Test statistic p-Value 

PM2.5 -2.53 0.35 

diff_PM2.5 -7.88 < 0.01 

PM10 -2.83 0.23 

diff_PM10 -8.08 < 0.01 

 

2. Model Selection and Diagnosis: First, the parameters of the ARIMA model were automatically selected in R software using 

the autoarima command to identify the model for series I as SARIMA (2, 1, 1) (0, 0, 2)24 with an AIC value of 1975.94, and the 

model for series II as SARIMA (5, 1, 0) (0, 0, 2)24 with an AIC value of 2510.08. 

Later, the parameters of the ARIMA model were adjusted by ACF and PACF graphs. Figure 1 showed the ACF and PACF graphs 

for the stationary series after a first difference. The ACF graph for series I displays significance at lags 1, 2, 23 and 24, and the 

PACF graph displays significance at lags 1, 2 and 24. Hence the model parameters for series I are adjusted to SARIMA (2, 1, 2) 

(1, 0, 2)24 with an AIC value of 1962.81, which is smaller than the result before the adjustment. The ACF graph for series II 

displays significance at lags 1 and 2. The model parameters were therefore adjusted to SARIMA (5, 1, 2) (0, 0, 2)24 with an AIC 

value of 2509.27 and a BIC value of 2550.98. The AIC value was similar to the model before the adjustment, but the BIC value 

was larger than before. Therefore, as shown in Table 3, the final models for the two series were identified as SARIMA (2, 1, 2) (1, 

0, 2)24 and SARIMA (5, 1, 0) (0, 0, 2)24 according to the AIC and BIC criterion. The Ljung-Box test for the residual series of the 

two models showed that the p-values were larger than 0.05, suggesting that the residuals are white noise series.  

 

 
 

 
 

Fig 1: ACF and PACF graphs for series after a first difference 
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Table 3: ARIMA Models for Atmospheric Particle Matters 
 

Particle Matters ARIMA Model AIC BIC 

PM2.5 SARIMA(2,1,1)(0,0,2)24 1975.94 2000.97 

 SARIMA(2,1,2)(1,0,2)24 1962.81 1996.19 

PM10 SARIMA(5,1,0)(0,0,2)24 2510.08 2543.46 

 SARIMA(5,1,2)(0,0,2)24 2509.27 2550.98 

 

Holt-Winters Model 

The observations of PM2.5 hourly concentrations and PM10 concentrations were fitted with Holt-Winters additive and 

multiplicative models, and the smoothing parameters of the models were calculated with R software. As shown in Table 4, the 

AIC values of the additive model were smaller than those of the multiplicative model in fitting the two particle concentrations. 

Therefore, the Holt-Winters additive model was finally selected.  

 
Table 4: Comparison of the AIC values and parameters 

 

Models 
PM2.5 PM10 

AIC    AIC  

  

additive 3808 0.955 0.03 0.045 4391 0.962 0.002 0.037 

multiplicative 3963 0.925 0.003 0.074 4574 0.964 0.034 0.036 

 

Forecasting with STL decomposition 

The hourly PM2.5 concentration and PM10 concentration observations were decomposed using the STL method. As can be seen 

in Figure 2, the seasonal component of the decomposition showed that the series fluctuates over time, indicating seasonality in 

both series. In this paper, we forecast the non-seasonal components of the two series using the Holt method and the ARIMA 

method, where the ARIMA models are in the form of ARIMA (2, 1, 2) and ARIMA (5, 1, 2). 

 

  
 

Fig 2: Time series decomposition of PM2.5 and PM10 

 

Model Prediction Results 

The established SARIMA model, Holt-Winters model and STL decomposition method were used to fit the hourly PM2.5 and 

PM10 concentration data for the first 20 days of January 2022 in Guangzhou city and to predict the concentrations for the next 24 

hours. The actual values were compared with the predicted values of the models in Figure 3 and Figure 4. It can be seen from the 

figures that there is a consistent upward trend in the predicted values and the true values, which indicates that the models have a 

favorable predictive effect. It is observed that the Holt-Winters method performs best in the prediction. 
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Fig 3: PM2.5 forecast result and measurement result line chart 

 

 
 

Fig 4: PM10 forecast result and measurement result line chart 

 
Comparison of model prediction accuracy 

The performance results for the ARIMA model, Holt-Winters model and STL decomposition method are given in Table 5. In the 

prediction of PM2.5 concentrations, the Holt-Winters model had the smallest RMSE, MAE, and MAPE with values of 2.88, 2.55, 

and 6.47% respectively, followed by the STL- Holt method with 3.82, 3.19 and 7.63%. of the predicted values for the Holt-

Winters model was the greatest with 0.73, and the SARIMA model was the next with 0.72. In the prediction of PM10 

concentrations, the Holt-Winters model also had the smallest RMSE, MAE and MAPE, with 5.93, 4.94 and 6.44% in order, 

followed by the STL-ARIMA method with 7.40, 6.02 and 7.91%, respectively. The Holt-Winters model also had the highest of 

0.89 for the predicted values, and the STL-ARIMA model was the next one with 0.75. Overall, the Holt-Winters model provides 

the best prediction of the two particulate matters, followed by the STL decomposition method. 

 
Table 5: Prediction accuracy of models 

 

Models 
PM2.5 PM10 

RMSE  MAE MAPE（%） RMSE  MAE MAPE（%） 

Sarima 4.92 0.72 3.61 8.13 9.91 0.74 8.31 11.75 

Holt-Winters 2.88 0.73 2.55 6.47 5.96 0.89 4.94 6.44 

STL-Holt 3.82 0.66 3.19 7.63 8.27 0.69 6.41 9.79 

STL-ARIMA 6.24 0.58 4.83 10.96 7.40 0.75 6.02 7.91 

 

4. Conclusion 

In this study, the ARIMA model, Holt-Winters model and 

STL decomposition were used to predict the hourly 

atmospheric particulate matter concentrations in Guangzhou 

for January 2022. The models were fitted with data from the 

first 20 days and predicted PM2.5 concentrations and PM10 

concentrations for the next 24 hours. 
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The results showed that the four-time series methods have 

achieved favorable forecasting effects, and the predicted 

values obtained are consistent with the trend of the actual 

values. The four evaluation indexes RMSE, MAE, MAPE, 

of the Holt-Winters model were optimal, with values of 2.88, 

2.55, 6.47%, 0.73 in the PM2.5 concentration prediction and 

5.93, 4.94, 6.44%, 0.89 in the PM10 concentration prediction, 

respectively. Overall, the ARIMA model had the worst 

prediction performance, but the of it’s prediction result was 

acceptable. The reason for this may be related to the 

application conditions of the model. The modelling process of 

the ARIMA model is more complex and requires a high 

degree of stationarity of the series data. The operation of 

difference transformation to make the series stationary may 

lose some information, thus reducing the predictive power of 

the model. 

The time series forecasting method used in this study only 

uses historical data on atmospheric particulate matter 

concentrations to predict future trends, requiring only a single 

set of variable information, but achieving satisfactory 

forecasting results. In other studies, for example, Huang et al. 

(2021) [11] constructed random forest, XGBOOST, LSTM and 

gated recurrent unit network (GRU) models using other 

pollutant concentrations and meteorological data as predictor 

variables to predict the daily average PM2.5 and PM10 

concentrations in Guangzhou, and the MAPE of the best 

prediction results obtained were 27.33% and 25.20%, 

respectively, while the MAPE values of the model in this 

paper are within 10%. Therefore, the forecasting method used 

in this paper is simpler and more practical than those used in 

other studies. 
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