
 

~48~ 

International Journal of Statistics and Applied Mathematics 2024; 9(1): 48-51 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

ISSN: 2456-1452 

Maths 2024; 9(1): 48-51 

© 2024 Stats & Maths 

https://www.mathsjournal.com 

Received: 03-11-2023 

Accepted: 02-12-2023 

 

Chanda Thapliyal Nautiyal 

Assistant Professor, 

(Mathematics), Department of 

Higher Education Uttarakhand, 

India 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Corresponding Author: 

Chanda Thapliyal Nautiyal 

Assistant Professor, 

(Mathematics), Department of 

Higher Education Uttarakhand, 

India 

 
 

 

 

 

 

 
 

 

 

Exploring protective window through the lens of image 

restoration techniques 

 
Chanda Thapliyal Nautiyal 

 
DOI: https://dx.doi.org/10.22271/maths.2024.v9.i1a.1599 

 
Abstract 

A comparative performance analysis of three distinct clutter reduction techniques, including Max, 

Harmonic, and Geometric filters, is done in this paper. This research proposes new algorithms for these 

three filters with protective windows to lessen the bias caused by the target. We compare these new 

methods with blurry images. It results in the crucial conclusion that the filter with the best performance in 

a certain circumstance should be chosen. The outcome of the experiment demonstrates that the suggested 

algorithms with the protective window are more effective than the current methods. 
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Introduction 

Image restoration techniques first appeared as a significant area of image processing during the 

Renaissance, when skilled restorers repaired damaged oil paintings by hand. However, there 

were several drawbacks to manual restoration, including the scarcity of specialists in the field 

and the time and danger involved. Image restoration techniques are extensively employed in 

diverse fields to salvage deteriorating film and eliminate extraneous information from images. 

Different methods used for restoration of deteriorated image involves partial differential 

equation-based strategies [1], Markov random field-based approaches [2], wavelet-based fusion 

techniques [3]. To restore the corrupted image to its original state, image restoration techniques 

are applied [4]. A number of restoration procedures exist, one of which is Blind Image DE 

convolution, which results in X-ray images that have a ringing appearance when restored [5]. 

Long-range correlation for image restoration was also suggested by some researchers [6]. 

Various direct and non-strategic separation techniques and de-noising computations have been 

developed to reduce the image noise. Straight channels tend to blur the boundaries of a picture; 

thus, they are not the best choice for effectively eliminating motivational commotion [7]. 

Wiener filter with optimal window technique was adopted to deal with the motion-blurred 

images and its performance in restoration of image was discussed. Li and Zhan compared 

several recovery algorithms and analyzed the reason for motion blur simulation images. 

Author studies image restoration methods based on Wiener filter and spatial difference 

technique, simulates the two methods, and analyses simulation results [8].  

 

The present paper studies three smoothing techniques in this work. The following 

techniques are introduced along with a protective window 

1. Max-Filter. 

2. Harmonic Mean-Filter. 

3. Geometric-Mean Divider. 

4. Protective window-equipped with Max-Filter. 

5. Protective window-equipped with Harmonic Mean-Filter. 

6. Protective window-equipped with Geometric-Mean-Filter. 

 

Problem description: The mathematical equation is expressed as follows using the model in 
[9] rebuild the starting image u* from noisy and blurry observation t*.
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The mathematical equation is expressed as follows using the 

model in [9] rebuild the starting image u* from noisy and 

blurry observation t*.  

 

 
 

In this case, u* c* represents the convolution of the initial 

image u* with a blur operator c*, and o* represents noise. The 

average filter is used as a blur operator (c*) in this study. 

The noise removal process involves subtracting the estimated 

background b(i, j) obtained by filtering from the original 

image ‘t’. After clutter is removed, the generic pixel is 

𝑧(𝑖, 𝑗) = 𝑡∗(𝑖, 𝑗) − 𝑏(𝑖, 𝑗) 
 

The following filters are used to determine b (i, j) in this 

paper 

A. Max Filter: A crucial component of low-level vision and 

image processing is the max filter. It is the same as the 

morphological operation in mathematics, dilation. This filter 

finds the grey level values of the brightest pixels. 

In mathematical terms, the background estimations b(i,j) by 

the Max-filter can be represented as 

 

bMax a1, a2, a3, a4} 

Where 

 
 

It lessens the difference in intensity between neighbouring 

pixels. This technique for image smoothing is simple to use 

and lessens the fluctuation in intensity between consecutive 

pixels. The maximum selection processing in the sub image 

region is the outcome of this filter. 

 

B. Harmonic Mean-Filter: The harmonic mean of the values 

of the pixels in a surrounding area is used to replace each 

pixel’s value in the harmonic mean filter approach. 

 

This filter yields the following background estimates b(i, j) 

 

bhmean a1,a2, a3, a4} 

Where 

 
 

C. Geometric Mean-Filter: By considering the surrounding 

features and reducing the variation, the geometric mean filter 

replaces the grey level of a pixel. This attenuates noise. The 

median and geometric mean filters exceed the arithmetic 

mean filter in decreasing noise while keeping edge details; 

this filter is called a smoothing spatial filter. A member of the 

nonlinear mean filter set is the geometric mean filter. The 

geometric mean filter's background estimations b(i,j) can be 

written as follows: 

 

bgeomean = max {a1, a2, a3, a4} 

Where 

 
 

 
 

Proposed protective window for the max, harmonic, and 

Geomean Filter 

The directional operations become biased when dealing with 

small targets. We suggest the max-filter, harmonic mean-

filter, and geometric mean filters with protective window to 

address this issue. One area that is not included in the 

suggested protective window solution is the area around pixel 

(i, j). This area, known as the protective window, is cantered 

on the observed pixel (i, j) and is not affected by the actions 

of the three filters mentioned above. Its size is (2P+1), 

X(2P+1). ‘P’ ought to be smaller than ‘N (P < N).’ 

The protective window is utilized to gather background 

samples from the immediate area. 

We have selected the following window combinations 

[Table1] with sizes (2N+1) X (2N+1) and for the simulation, 

the protective window has sizes of (2P + 1) X (2P + 1). 

 
Table 1: Combinations of a protective window (Size (2P+1) 

X(2P+1)) with a window (size 2N+1) X (2N+1), (P<N). 
 

(2N+1) X (2N+1) (2P+1) X (2P+1) 

N=2 P=1 

N=3 P=1,2 

N=4 P=1,2,3 

 

In order to conduct a quantitative comparison between the 

techniques, the filtered image's SNR (Signal to Noise Ratio) 

is computed using the following relation. 

 

SNRout = 20log10(
tmax −m′B

σB
) 

 

Where 𝑡max = peak value of the target 

𝑚′𝐵 = mean variance of the background 

𝜎𝐵 = standard deviation of the background 

 

Simulation Result: A medical image of the brain (MRI of 

Brain Matlab Image) is taken for modelling purposes. This is 

even morehazy. The SNR at the noise removal system's 

output (SNR out) for a certain value of the SNR in the 

original picture (SNR min) indicates how resilient the system 

is to target leakage. The selection of SNR in therefore 

becomes problematic while simulating the targets. Naturally, 

the algorithm's performance is impacted by the parameter 

selection. In order to assess the algorithms, we constructed a 

synthetic target with predetermined SNR in values, such as 2, 

4, 6, 8 and 10 dB. We selected low SNR values to approximate 

the worst-case scenario for background removal techniques 

impacted by target-induced bias in the background estimation. 

The picture frame is of size 100 X100.  

 

The algorithms have been put to the test on noisy and 

blurry images 

Each algorithm's performance in relation to the 2-D sliding 

window's size has been tested by evaluating, SNR out for a 

range of N values. It is impossible to establish a unique link 

between SNR out and N. SNR out actually depends on the 

filter length and the properties of the background area around 

the target pixel for each technique. 

The following four scenarios have been used to evaluate the 

algorithms for simulation: Max-, Harmonic mean, Geometric 

mean, Max-P, Harmonic-P, and Geometric mean- P filters. 
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Graphical result using the geomean, max, and harmonic-

mean filters 
 

 
 

 
 

 
 

 
 

Graphical result by max-filter, harmonic-filter, geomean-

filter with protective window 
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Conclusion 

This study compares the efficacy of background removal 

methods based on three distinct 2-D filters: Geometric mean, 

max, and harmonic mean filters. To lessen the bias brought on 

by the target, a modified version of these three algorithms has 

also been devised, complete with a protective window. By 

defining SNR out, the capacities to suppress the background 

structure and preserve the target of interest have been 

objectively assessed. The outcomes also demonstrate that the 

Geometric-mean approach, which preserves the target with a 

very low SNR of about 2dB, is more effective when a 

protective window is introduced. 
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