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Abstract 

In recent times, breast cancer has surpassed all other types of cancer to become the most widespread and 

primary cause of mortality among women globally. This study aims to forecast the benign or malignant 

nature of a breast tumor by employing various machine learning methods, including Support Vector 

Machines (SVM), Lasso Logistic Regression (LLR), Artificial Neural Networks (ANN), and Logistic 

Regression (LR). The findings of this research could potentially assist oncologists in accurately 

diagnosing the specific type of breast tumor. Various performance metrics were employed to assess the 

efficacy of training and validated models, including Accuracy or Classification Error, Sensitivity, 

Specificity, and Receiver Operating Characteristic (ROC). The models were constructed and evaluated to 

determine the optimal performing model. A dataset separate from the one used for model development 

was employed to validate each model. The data analysis results indicate that the Lasso Logistic 

Regression (LLR) model outperforms other models in classifying breast cancers. It exhibited superior 

performance in terms of accuracy, classification error, sensitivity, specificity, and ROC. Furthermore, it 

mitigates the issues of multicollinearity and high-dimensionality. 

 

Keywords: Logistic regression (LR), lasso logistic regression (LLR), artificial neural networks (ANN), 

and support vector machine (SVM) 

 

1. Introduction 

Cancer cells are cells that develop and replicate rapidly to create tumors (either benign or 

malignant) and have the potential to spread to other body organs and create new tumors. The 

second most common reason why the number of female deaths has increased is that this 

disease has a more significant impact on women than on men. There have been 2.3 million 

diagnoses. In 2020, there will be 685,000 breast cancer-related deaths worldwide and 7.8 

million women who have received a diagnosis during the previous five years, increasing the 

prevalence of the disease globally. Breast cancer begins in the feeding tissues of the breast and 

develops in the cell lining (the epithelium) of the ducts by 85% and the sternal by 15%. Breast 

cancer can have a wide range of causes. It could be hereditary (meaning that a family member 

or close relative is affected), age (since infection risk rises with age), postmenopausal obesity 

or excess weight, alcohol or smoking, or other factors. Early intervention increases the 

likelihood of receiving therapy, increasing survival [1]. 

Different methods and techniques were employed by numerous researchers who studied breast 

cancer to identify and predict breast cancer. 

(Ohno-Machado & Bialek) In (1998), they used Logistic Regression (LR) and Neural 

Networks (NN) to compare the factors they chose to create a classification model for the 

diagnosis of breast cancer. To construct these models, they examined 460 patients and relied 

on nine pathological features. LR compared the variables. They concluded that both models 

have similarities [2]. 

In 2004, Abdolmaleki et al. developed two models to distinguish between benign and 

malignant breast tumors. One model was based on an artificial neural network (ANN), while 

the other model used logistic regression analysis (LRM). The researchers compared the 

performance of these models in differentiating tumors using the medical records of 161 

patients.  
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Researchers compared the two models using ROC analysis 

and found that the trained network performed better. An 

average ANN had 98% sensitivity, 90% accuracy, and 67% 

specificity, while in the LRM, the outcome indicated an 

increase from 60% to 93%, keeping an accuracy around 90% 
[3]. 

(Ayer et al.) in (2010) examined and compared the LR and 

ANN models and their application to estimate the risk of 

breast cancer based on demographic risk factors and 

mammographic descriptors. They demonstrated that the two 

models performed similarly [4]. 

(Faradmal et al.) in (2014) conducted a historical cohort study 

of 104 breast cancer patients from 1997 to 2005. The area 

under the curve (AUC) for artificial neural network (ANN) in 

the first, second, and third years after diagnosis were 0.918, 

0.780, and 0.800, respectively. For linear logistic model 

(LLM), the AUCs were 0.834, 0.733, and 0.616 in the same 

time periods. The mean AUC for ANN was much higher 

compared to LLM. (0.845 vs. 0.744), and the researchers 

concluded that the prediction ability in ANN is higher than in 

LLM [5]. 

(Khosravanian & Ayat) In (2016), they developed a Decision 

Support System (DSS) using a probabilistic neural network 

(pnn) to identify the type of breast cancer in patients. The data 

used to analyze the proposed method contained 699 cases of 

BC patients. Since the Sensitivity was 1, the Specificity was 

0.98, and the accuracy was 0.99, they concluded that the 

system's proposed performance based on the three indicators 

in the network test was satisfactory [6]. 

(Rajbharath et al.) (2017) proposed combining logistic 

regression and random forest algorithms to create a hybrid 

breast cancer survival prediction model. The logistic 

regression approach was used to collect data from the WDBC 

dataset. Sensitivity, Specificity, and accuracy were utilized to 

assess the collecting method, and it was discovered that the 

suggested method offers greater accuracy [7]. 

 (Nourelahi et al.) in (2019), A proposed methodology aims to 

predict a patient's survival for a period of 60 months 

following a breast cancer diagnosis. The model was 

constructed using data from 5673 breast cancer patients 

obtained from the Breast Disease Research Centre at Shiraz 

University of Medical Sciences in Shiraz, Iran. The 

researchers constructed a model utilizing 1930 occurrences 

and 16 features through the use of logistic regression. 

Subsequently, they selected the model that exhibited the 

highest levels of accuracy, specificity, and sensitivity 

(72.49%, 72.83%, and 71.85%) [8]. 

)Islam et al.) 2020) examined the performance of five 

supervised machine learning methods: Random Forest, ANN, 

LR, K-Nearest Neighbours, Support Vector Machine (SVM), 

and ANN. We obtained the data from the UCI machine 

learning database. Several metrics were used to quantify 

performance, including F1 score, accuracy, Sensitivity, 

Specificity, precision, negative predictive value, and false 

positive and false negative rates. In contrast to ANN, which 

had accuracy, prediction, and F1 score of 98.57%, 97.82%, 

and 0.9890, SVM had these values (97.14%, 95.65%, and 

0.9777) [9]. 

In 2022, (ÖZMEN-AKYOL) created (ANN and LR Logistic 

Regression Models) to predict breast cancer tumors using 699 

examples and ten characteristics for training and testing. The 

data was organized into nine input parameters and an output 

parameter. The accuracy of the LR model is better than that of 

the ANN at 96.1% [10]. 

(Ebrahim et al.) in (2023) developed classification models 

using Machine Learning (ML) binary classification to 

distinguish between benign and malignant breast cancer 

tumors. The data provider, which included 1.7 million 

records, was the National Cancer Institute (NIH), USA. 

Utilized were ensemble techniques (ET), classical decision 

tree (DT) algorithms, linear discriminant (LD) support vector 

machine (SVM), and logistic regression (LR). They also 

employed deep and recurrent neural networks and the 

Probabilistic Neural Network (PNN) to compare. Attaining a 

98.7% accuracy rate, the findings demonstrated The decision 

trees and ensemble strategies outperform the other methods 
[11]. 

In order to determine if a breast tumor is benign or malignant, 

this study used a range of machine learning approaches, such 

as support vector machines (SVM), ANNs, Lasso Logistic 

Regression (LLR), and logistic regression (LR), and compare 

them to find the model that would provide the best 

performance. This paper is divided into four sections: the first 

includes an introduction and literature review in the area of 

breast cancer, the second section includes the used 

methodology, the third presents data collection and Result and 

discussion, and finally, section four include a conclusion.  

 

2. Materials and Methods 

2.1 Logistic Regression (LR) 

It is a particular case of general linear regression. It involves 

the analysis of descriptive data [12]. LR does not impose any 

restrictions on the independent variables, and it can be 

descriptive, continuous, discrete, or a mixture of quantitative 

and descriptive variables [13]. Binary logistic regression is 

utilized when the dependent variable has only two possible 

values that follow a Bernoulli distribution. The likelihood that 

the response (success) will occur is valued at 1, and the 

probability that the response (failure) will not occur is valued 

at 0 [14]. LR gets its name from the logit transform applied to 

Y. Mathematically, LR depends on probabilities, odds and log 

odds since odds = 
𝜋

1−𝜋
 (1), by taking a natural log, then the 

logit function can be written with the following expression :  

 

 ln (
𝜋

1−𝜋
) = �̂�0 + �̂�1𝑥1 + ⋯ + �̂�𝑗𝑥𝑛       (2) 

 

Equation (2) can be written in the following form, which is 

called the logistic regression model: 

 

𝑝(𝑥) =
1

1+𝑒
− ∑ �̂�𝑗𝑥𝑖𝑗

          (3) 

 

Where i=1,…., n, j=1,…,k, p(x) the value of the output 

(dependent variable), e the natural logarithm, xij the 

independent variables and �̂�0, … , �̂�𝑗  the model coefficients [15, 

16].  

 

2.2 The Lasso Logistic Regression (LLR) 

A general form methodology for finding coefficient 

estimators for the linear method shown below is the Lasso 

(Least Absolute Shrinkage and Selection Operator) regression 

method for shrinking the predictors' coefficients and 

penalizing the coefficient by shrinking towards zero or close 

to zero: [17] 

 

�̂� = arg min
𝛽

 ∑  𝑁
𝑖=1 (𝑦𝑖 − (𝑋𝛽)𝑖)

2       (4) 
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Moreover, the lasso estimator is given by 

 

min
𝛽∈ℝ𝑝

  {
1

2𝑁
∥ 𝑦 − 𝑋𝛽 ∥2

2+ 𝜆 ∥ 𝛽 ∥1}       (5) 

 

Where: ∥ 𝛽 ∥1= ∑𝑖=1
𝑁  |𝛽𝑖| In the lasso method obtained by 

generalized cross-validation, the tuning parameter 𝜆>0 

regulates the penalty's strength, referred to as the shrinkage 

penalty. A characteristic of Lasso is the ability to choose 

variables from a vast set. As a result, Lasso performs 

regularization and variable selection. Due to the non-smooth 

nature of the constraint, the lasso problem's solutions are 

nonlinear in yi [18, 19]. 

  

2.3 Artificial Neural Networks (ANN)  

It is a simulation of biological neural networks that analyzes 

data similarly to the human brain [20]. The ANN consists of a 

large group of processing elements called neurons (nodes), 

connected by links or communication links, that pass the input 

signals to other neurons in other layers [21]. Since each neuron 

receives information from several neurons through 

connections, the collection process takes place by multiplying 

the value of the input Xi by its weights. 𝜃𝑖 (each neuron has a 

certain weight) and then collecting it in the form: 𝑢 =
∑ 𝜃𝑖𝑥𝑖

𝑛
𝑖=1 + 𝜃0 (6) where i=1,…,n and that 𝜃0is the bias value, 

which is a constant value equal to 1. Each neuron in an ANN 

is processed by a nonlinear function known as the activation 

or transfer function during the assembly step, and the result of 

this process is represented by the letter a, with the formula a = 

f (u) (7) Where a represents the value of a new entry for the 

neuron in the other layer. F is the activation function [22, 23]. 

Up to the neuron of the ANN's last layer is the output Y (X), 

which may be binary and takes values 0 and 1. Single-layer 

neural networks have input and output layers, and 

multicellular neural networks, which have input and output 

layers and are connected by one or more hidden layers, are the 

two types of neural networks [24]. The most essential 

characteristic of ANN is its ability to simulate the behavior of 

the biological nervous system, such as learning and training, 

which enables it to remember knowledge [25]. Then, the ANN 

is trained by operating an error backpropagation (algorithm) 

in which the cells are connected towards the front, and then 

the process returns towards the back. This process continues; 

modify the cell weight values until the ANN output has the 

most negligible error possible [26].  

 

2.4 Support Vector Machine (SVM) 

SVM is a high-dimensional learning method that uses a 

fictitious linear function. Statistical theory-derived learning 

bias is used to train SVM through techniques based on 

optimization theory. The principal objective of this 

methodology is to generate an OSH (Optimal Separating 

Hyperplane), which yields the optimal separation function for 

classification [9]. The fields that effectively divide data are 

those with the highest margins and adequate data separation. 

Two classes can be separated by a pair of parallel bounding 

planes, data located in the boundary field called the support 

vector: 

First-class constraints are placed by the first delimiter field, 

and second-class constraints are placed by the second 

boundary field. 

 

xiw + 𝑏 ≥ +1, 𝑦𝑖 = +1

xiw + 𝑏 ≤ −1, 𝑦𝑖 = −1
        (8) 

 

The position of the alternate field relative to the coordinate 

center, or the distance between the bounding plane, is 

represented by the variable b and is calculated using the 

spacing-to-center formula. W is the conventional field. The 

optimal value of this margin is achieved when equation (8) is 

satisfied. The values of B and W will be multiplied by a 

constant to provide a margin value that is also multiplied by 

the same constellation. Therefore, by adjusting the values of b 

and w, the constraint in the equation can be satisfied. In order 

for the inequality to accurately depict the two limiting 

boundaries of equation (4), minimize ∥w∥^2 equal to 

maximize 1/∥w∥. 

 

𝑦𝑖(xiw + 𝑏) − 1 ≥ 0          (9) 

 

An optimization problem with constraints can be developed 

for the field that has the most optimal division and yields the 

biggest profit margin, that is, min 
1

2
||𝑤||2 (10) Using a 

Lagrange multiplier, This problem can be solved earlier if 

transformed into a Lagrange formula. Consequently, the 

constraint optimization problem can become: 

 

 min
𝑤,𝑏

 𝐿𝑝(w, 𝑏, 𝛼) =
1

2
∥ w ∥2− ∑  𝑛

𝑖=1 𝛼𝑖𝑦𝑖(𝑥𝑖w + 𝑏) + ∑  𝑛
𝑖=1 𝛼𝑖  (11) 

 

By adding constraint, Minimizing Lp to w and b, the equation 

(11) is obtained : 

 

𝑤 = ∑  𝑛
𝑖=± 𝛼𝑖𝑦𝑖x𝑖 and ∑  𝑛

𝑖=1 𝛼𝑖𝑦𝑖 = 0      (12) 

 

Lagrangian formula LP is transformed into LD (dual problem) 

for the primary problem. In order to find the specific 

coefficients of the optimal hyperplane defined by (w0, b0), 

we manipulate the equations to get: [23] 

 

𝐿𝐷 = ∑  𝑛
𝑖=1 𝛼𝑖 −

1

2
∑  𝑛

𝑖,𝑗=1 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗x𝑖x𝑗      (13) 

  

2.5 Performance evaluation of models 

There are various metrics for the evaluation of models 

 
Table 1: Confusion matrix 

 

Total 
Predicted 

Observed 
Negative Positive 

P FN TP Positive 

P' TN FP Negative 

1 q' q Total 

 

Sensitivity (SE) (the value of the probability that the expected 

classification will be correct for the case that it is correct) is 

calculated: 𝑆𝐸 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
=

𝑇𝑃

𝑃
 (True positive) TP: The Number 

of cases that are classified as accurate and are, in fact, true. 

(False negative) FN: The Number of cases that were classified 

as false and are, in fact, true. 

Specificity (SP) (the value of the probability that the expected 

classification will be wrong for the wrong case) is calculated:  
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𝑆𝑃 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
=

𝑇𝑁

𝑃′
 

 

TN: The Number of cases that are classified as false and are, 

in fact, false. 

FP: The Number of cases that are classified as accurate and 

are, in fact, false [27]. 

Accuracy (AC) )the ratio of correctly classified to all cases 

and calculated: 𝐴𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 Another important 

criterion used to determine the efficiency of the classifier is 

the ROC curve (the area under the receiver operating 

characteristic) through which 1- Specificity is drawn on the x-

axis and Sensitivity on the y-axis, giving the area under the 

curve that ranges from 0 to 1 is a measure of the model's 

ability to distinguish between cases [28]. 

 

3. Results and Discussion 

Breast cancer is the most common type of cancer in women 

worldwide. It accounted for 25% of all cancer diagnoses and 

impacted approximately 2.1 million people in 2015 alone. It 

starts when the growth of breast cells becomes uncontrollable. 

These cells usually grow into tumors that appear on X-rays or 

can be felt as lumps in the breast area. Determining a tumor's 

malignant (cancerous) or benign (non-cancerous) nature is the 

primary barrier to its identification. Features are calculated 

from a digital picture of a fine needle aspirate (FNA) taken of 

a breast mass. In the three-dimensional space outlined in [K. 

P. Bennett and O. L. Mangasarian: "Robust Linear 

Programming Discrimination of Two Linearly Inseparable 

Sets," Optimisation Methods and Software 1, 1992, 23–34], 

discuss the properties of the cell nuclei in the image. 

This database is also available through the UW CS ftp server: 

Ftp ftp.cs.wisc.educated math-prog/cpo-dataset/machine-

learn/WDBC 

Also can be found on Kaggle: 

https://www.kaggle.com/datasets/uciml/breast-cancer-

wisconsin-data 

It also can be found on the UCI Machine Learning 

Repository: 

https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wiscon

sin+%28Diagnostic%29. 

 

Attribute Information  

ID number, the predictive variables are (30), the dependent 

variable is the diagnosis (M = malignant, B = benign), all 

feature values are recorded with four significant digits, and 

there are no missing values (missing attribute values: none). 

The information included 357 benign and 212 malignant class 

distributions, 569 instances, and 32 attributes (ID, diagnosis, 

and 30 real-valued input features). We denote it with symbol 

and symbol (B, M). The ratio of B in the data is (0.63), and 

the ratio of M is (0.37). For analysis, the data were divided 

into a ratio (0.8) for training and a ratio (0.2) for testing, The 

Number of views for training (456) and the Number of views 

for testing (113). 

 
Table 2: ROC of the models 

 

ROC Min. 1st Qu. Median Mean 3rd Qu. Max 

logisic 0.90170 0.925955 0.948916 0.943974 0.967546 0.97574 

lasso 0.9639 0.99742 0.99742 0.991561 0.999484 0.9994 

svm 0.9852 0.989164 0.991228 0.991280 0.992776 0.9979 

Neural_with_LDA 0.9703 0.990196 0.994324 0.990868 0.999484 1 

 
Table 3: Sensitivity of models 

 

Sensitivity Min. 1st Qu. Median Mean 3rd Qu. Max 

logisic 0.8771 0.912281 0.948276 0.937024 0.964912 0.9824 

lasso 0.9824 0.982456 0.982456 0.989474 1 1 

svm 0.9824 0.982759 1 0.99304 1 1 

Neural_with_LDA 0.9482 0.964912 0.964912 0.972111 0.982456 1 

 
Table 4: Specificity of models 

 

Specificity Min. 1st Qu. Median Mean 3rd Qu. Max 

logisic 0.8235 0.882353 0.970588 0.92352 0.970588 0.9705 

lasso 0.8235 0.941176 0.970588 0.93529 0.970588 0.9705 

svm 0.9411 0.941176 0.970588 0.95882 0.970588 0.9705 

Neural_with_LDA 0.8823 0.941176 0.970588 0.95882 1 1 

 
Table 5: Performance evaluation of models 

 

 Logistic regression Neural Network with LDA SV M svm Linea Lasso Logistic regression 

Accuracy 0.9912 0.9646 0.9646 0.9974200 

Sensitivity 0.9762 0.9048 0.9048 0.9894737 

Specificity 1 1 1 0.93529 

Errore class 0.0088 0.0354 0.0354 0.00258 
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Fig 1: ROC curve comparing the diagnostic performance of the best results obtained for Logistic Regression, SVM, Neural Network, and Lasso. 

 

 
 

Fig 2: Comparative histogram of the ROC curve obtained for Lasso, Logistic Regression, ANN, and SVM. 

 

 
 

Fig 3: Comparative histogram of the Sensitivity obtained for Lasso, Logistic Regression, ANN, and SVM 

ROC

logisic

svm

Neural_with_LDA

lasso

0.90 0.92 0.94 0.96 0.98 1.00
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Fig 4: Comparative histogram of the Specificity obtained for Lasso, Logistic Regression, ANN, and SVM. 

 

Classification tasks frequently employ NN, LR, SVM, and 

Lasso LR. In this study, the four constructed models were 

compared using the validation dataset after they had been 

sufficiently trained using the training data to ensure that their 

output would accurately predict future samples. The results of 

our study's analysis showed in table (5) that the Lasso LR 

model has a higher and more accurate ability to diagnose 

breast cancer to binary logistic regression models, with 

accuracy of the Lasso LR model getting 99.742%, 

classification error getting 0.00258 and Sensitivity with 

(98.947%) and ROC (99.15%). While methods, SVM and NN 

had lower error classification (0.0354) and accuracy (96.46%) 

and Sensitivity (90.48 specificity (1%) and ROC (99.1%), 

The comparison in tables (5) showed that all classification 

criteria for a SVM & NN model are equal. 

 

4. Conclusion 

This research presents a comparison of the diagnostic 

performance of several machine learning techniques, 

including logistic regression, Lasso logistic regression, 

artificial neural networks (NN), and support vector machines 

(SVM), using the Wisconsin breast cancer data file that was 

obtained from the UCI Machine Learning Repository or 

Kaggle, in diagnosing malignant or benign prognosis breast 

tumors. They were created based on ROC criteria, Sensitivity, 

Specificity, accuracy, and classification error, and results 

showed that Lasso Logistic is superior to the logistic 

regression algorithm for predictive analysis in cancer, 

outperforming logistic regression for all measures and all 

models. The test data had the highest error classification 

accuracy, Sensitivity, Specificity, and ROC values. All 

classification criteria for an SVM & NN model are equal. The 

results suggest that this model may provide new opportunities 

for diagnosing breast tumors because it reduces the problem 

of multicollinearity and the problem of dimensions by 

reducing the variables to zero. We also suggest using other 

regulation methods, such as the Ridge or Elastic regression 

methods, combining the Lasso and the Ridge. For comparison 

and categorization, further machine learning methods might 

be applied. 
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