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Abstract 

Sentiment analysis is the term used to understand the sentiments of the people or individuals. The 

sentiments of the investors towards certain stocks and stock exchanges could be classified into positive, 

negative and neutral. Twitter is one such social networking platforms used to express such sentiments. 

Here in this study, perceptions or sentiments of the investors towards one of the India’s largest stock 

exchange is examined. The tweets regarding #National Stock Exchange, India were extracted from the 

twitter platform from 2016-2021. The results shows that the neutral sentiment tweets were highest in 

number than positive and negative tweets during this period of time. Further the study also performed 

sentiment group classification. Multinomial logistic regression, Naïve Bayes and Support vector machine 

classification algorithms was considered. Among these learning algorithms, accuracy score of support 

vector machine algorithm was found better in classification of the tweets. The F-1 score of support vector 

machine algorithm was satisfactory then rest of the algorithms. 
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1. Introduction 

The future prediction of stock market is always an area of research for the researchers and 

investors [2]. In recent times, machine learning and deep learning has fruitful applications in 

stock market. Machine learning algorithms were applied in both classification and prediction 

of the stock market. The dynamic nature of stock market has been also explained by some 

deep learning methods. These algorithms in some studies have shown better results than 

classical statistical methods. The perception or sentiments of the investors towards a company 

stock or stock market is an important aspect in stock market analysis. In the past, investors’ 

sentiments or views about certain stocks took sufficient amount of time to reach among other 

investors [13]. Nowadays individual expressed their inner sentiments about anything in 

internet(web) such as wiki, blogs, forum and social media platforms like facebook, twitter etc. 
[3]. Among all the other social networking platforms, twitter could be taken into consideration. 

Twitter has been considered as the 10th most widespread social network platform around the 

world with 300 million active users per month [8]. The information shared by users in twitter 

could be used by others for investment in a particular stock [7]. Sentiment analysis is also 

known as opinion mining which address opinion oriented natural language processing [11]. 

Sentiment analysis is used in research studies to know about the review of peoples towards a 

particular commodity in the market, new movie, preference of political party etc. This study of 

sentiments of people could be broadly considered under sentiment analysis. Sentiment analysis 

is the term used to understand the sentiments of the people or individuals. It is considered 

under Natural language processing (NLP). The sentiment analysis has overcome the subjective 

analysis in observing the views as positive, negative or neutral but not as subjective and 

objective. There are several research studies regarding application of sentiment analysis in 

stock market. Sentiment analysis plays important role in prediction of movement of NIFTY 

and SENSEX [1]. In this 21st century the technology has provided everyone a platform to 

express their sentiments in a less than a fingertip. This technological advancement generated 

huge amount of data which also contributed for the change in economic and business strategies 
[12]. The present research study consists of understanding the sentiments of twitter users 

regarding National Stock exchange. The sentiment or view point regarding this stock exchange  
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is an important aspect of this study. The behavior of the 

investors towards the companies listed under National stock 

exchange could be also known with the help of this study. The 

study has used three machine learning algorithms to classify 

and predict the filtered tweets. The accuracy of these machine 

learning algorithms depends on the confusion matrix and 

classification report generated by each algorithm. The next 

section of the paper consists of data and methodology adopted 

for preprocessing of the tweets and later section consists of 

results and conclusion. 

 

2. Material and Methods 

2.1 Data 

The study consists of unstructured data i.e. twitter feeds data 

from anonymous users with tweets regarding #National Stock 

Exchange. Primarily, twitter developer account was created 

on developer.twitter.com [17] and its application programming 

interface (API) helped to extract the tweets. It was collected 

from the year 2016 to 2021. A total of 13377 tweets were 

gathered in this particular time frame. The feelings and 

opinions expressed through tweets during the pandemic year 

2020 were also included for the study. Such sentiments helps 

to understand the post covid-19 affect on companies [6]. A 

single tweet consists of maximum 280 characters and it 

generates 70 billion characters per day on twitter [14]. The 

tweets were preprocessed through removal of stop words, 

special characters, URLs etc. The re-tweets and duplicate 

tweets were also dropped from the study.  

 

2.2 Methodology 

The analysis of the study is performed using python 

programming language. Sentiment classification is also one of 

the important aspects of sentiment analysis for classifying text 

into polarity group (Medeiros and Borges, 2019). The 

algorithms employed for sentiment group classification are 

Support vector machine, Multinomial logistic regression and 

Naïve Bayes. The preprocessed tweets were divided into 

seventy percent training and thirty percent testing sets. The 

algorithms considered ten words at a time to classify and later 

predict the tweets into respective sentiment groups. The 

conversion of tweets into bag of words is done through the 

method of n-gram of natural language processing. The 

following algorithms used in the study are discussed below: 

 

2.2.1 Multinomial logistic regression 

Logistic regression algorithm could be considered as one of 

the important supervised machine learning algorithms. Apart 

from its application in regression, it is widely used in text 

mining, binary as well as multinomial classification problems. 

In multinomial logistic regression, the dependent variable 

consists of three classes/ categories. The independent 

variables of the model should not have multi-co linearity 

among them. It is used to predict the response variable on the 

basis of independent variables (continuous or categorical) [4]. 

In logistic regression, the curve shaped is S shape in contrast 

to straight linear regression line.  

 

2.2.2 Support Vector Machine 

Support Vector Machine (SVM) is an important and widely 

used machine learning algorithms. It has been used for 

classification and regression related problems. Some recent 

research studies shows that the Support vector machine gives 

better classification accuracy results than other classification 

algorithms [15]. The algorithm creates a hyperplane which will 

divide the n-dimensional space into classes. The hyperplane is 

develop through support vectors or points. The algorithm 

scope is broad due to its applications in most of the research 

areas.  

 

2.2.3 Naïve Bayes Classifier 

Naïve Baye’s algorithm is based on Bayes’s theorem. It 

follows the independence assumption of features related to 

one class is independent to the other. This algorithm is also 

used for both classification and regression machine learning 

related problems. It is used in sentiment analysis, text 

classification, spam detection etc. It can be used for both 

linearly and non-linearly separable cases [9]. The algorithm is 

considered to be simple and provide better accuracy then most 

of the other complex algorithms. It deals with real world 

applications and independent of noise. 

 

2.3 Evaluation of the fitted models 

In order to evaluate the performance of the three selected 

machine learning models, the algorithms were trained with 70 

percent of the tweets and rest 30 percent is used for testing of 

these models. Following are the measures used for evaluation 

of the fitted models on the basis of test samples. 

 

Accuracy Score 

The score refers to the percentage of correctly classified test 

samples. The score is calculated with the help of formula 

developed by (Harikrishnan, 2019). 

 

Accuracy Score =  
TP + TN

TP + TN + FP + FN
 

 

TP= True Positive, TN= True Negative 

FP= False Positive, FN= False Negative 

 

F-1 Score 

F-1 score is considered as an alternative evaluation metrics of 

machine learning algorithms. In contrast to accuracy score, it 

concentrates on predictive skill of group/class wise 

performance of the algorithms. The score uses two important 

evaluation metrics precision and recall. It is the harmonic 

mean of the precision and recall. 

 

F-1 score =
2

1

precison
+

1

recall

 

 

Precision =
TP

TP+FP
  

 

Recall=  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

 

Confusion matrix 

Confusion matrix is a performance measure for machine 

learning classifiers. The matrix could be constructed for two 

or more than two classes. It consists of true and predicted 

values in rows and columns. 

 

3. Results and Discussions 

The filtered tweets are classified based on polarity and 

subjectivity score into three sentiments i.e. Positive, Negative 

and Neutral. The individual tweets which score was less than 

0 were considered as negative and for the tweets scored 

greater than 0 were positive. The rest of the tweets were in 

neutral group. For training the machine learning algorithms, 

70 percent randomly selected tweets is used and rest 30 

percent is for testing purpose. The following table 1 shows the 

number of tweets based on positive, negative and neutral.  
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Table 1: Classification of Tweets based on different sentiments 
 

Sentiments Number of tweets 

Positive 3750 

Negative 1802 

Neutral 7825 

 

From table 1, the neutral tweets are more in number in 

comparison to positive and negative tweets. The negative 

tweets are least in number among all three tweet groups. 

 

 
 

Fig 1: Graphical representation of sentiments of tweets 
 

From the bars of sentiment group it is observed that neutral 

tweets are highest in number then positive and negative 

tweets.  

 

3.1 Evaluation of Supervised machine learning algorithms 

The evaluation of the supervised algorithms is done through 

the calculation of accuracy score. The table 2 below shows 

the percentage of accuracy of the algorithms. 

 
Table 2: The accuracy score for the supervised machine learning 

algorithms 
 

Supervised learning algorithms Accuracy Score Percentage 

Support Vector Machine 0.8244 82.44% 

Multinomial Logistic Regression 0.8106 81.06% 

Naïve Bayes Classifier 0.7968 79.68% 

 

The accuracy score of Support vector machine algorithm is 

better in comparison to Multinomial Logistic regression and 

Naïve Bayes Classifier. The accuracy percentages of three 

algorithms have little difference among them. 

 

3.2 Confusion Matrices 

The confusion matrices of the supervised learning algorithms 

are given as follows:  

 

 
 

Fig 2: Confusion matrix of Support Vector Machine Algorithm 

 
 

Fig 3: Confusion matrix of Multinomial Logistic Regression 
 

 
 

Fig 4: Confusion matrix of Naïve Bayes Classifier 
 

The confusion matrix of the selected machine learning 

algorithms consists of three classes (0, 1 and 2) or Negative, 

neutral and positive sentiment tweets. For prediction of 

negative tweets, multinomial logistic regression shows better 

than rest of the algorithms. The Naïve Bayes classifier shows 

good prediction for neutral tweets in comparison to other two 

models. Further from the matrices, it is observed that support 

vector machine has shown good prediction skill for positive 

tweets. 

 

3.3 Classification Reports 

Classification report of supervised learning algorithms is 

given below 

 

3.1.1 Support Vector Machine  
 

Labels Precision Recall F1-score 

Positive 0.94 0.80 0.86 

Negative 0.92 0.76 0.83 

Neutral 0.88 0.98 0.93 

 

3.1.2 Multinomial Naïve Bayes 

 

Labels Precision Recall F1-score 

Positive 0.78 0.78 0.78 

Negative 0.89 0.68 0.77 

Neutral 0.87 0.92 0.89 

 

3.1.3 Multinomial Logistic regression 

 

Labels Precision Recall F1-score 

Positive 0.93 0.78 0.85 

Negative 0.93 0.73 0.82 

Neutral 0.87 0.98 0.92 
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The classification report of the machine learning algorithms is 

more or less similar. The F1-score for each sentiment group 

of support vector machine is better in comparison to other 

respective algorithms. The precision and recall value of the 

algorithms is satisfactory to some extent. 

 

4. Conclusion 

The study was undertaken to observe the sentiments of 

investors towards National Stock exchange, India. Among 

several other social networking platforms, twitter was selected 

for collection of tweets regarding one of the India’s important 

stock exchanges for last five years. It has revealed that neutral 

sentiment tweets were highest than positive and negative 

tweets during this period of time. For sentiment group 

classification, Multinomial logistic regression, Naïve Bayes 

and Support vector machine was considered. The accuracy 

score of support vector machine algorithm is better followed 

by other two selected learning algorithms. The F-1 score for 

the three sentiment groups of support vector machine 

algorithm was satisfactory then rest of the algorithms. 
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